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Background 

Designs of conceptual flight vehicles must meet, among many other things, controllability, 
stability, and maneuverability performance requirements in order to be certified for operation. 
However, a flight vehicle's ability to meet these requirements is often limited by performance, 
stability, or control authority availability. Thus, it is essential for designers to evaluate the overall 
performance and control authority of candidate concepts in a static sense, early in the design 
process, and prior to dynamic analysis.  

Designers normally consider numerous possible vehicle configurations before stability and control 
system groups begin their analysis and design. However, there is no existing framework for 
conducting sophisticated and systematic analysis of early designs controlled with multiple types of 
effectors. There is a need, therefore, for a quick and methodical tool for examining new flight 
vehicle concepts and providing a more efficient design process by analyzing a number of important 
static performance parameters calculated from preliminary vehicle data. The methodology 
presented in this document is intended to bridge the gap between concept and realism and to 
simplify the task of the flight control systems engineer in evaluating new vehicle concepts in terms 
of satisfying mission and meeting performance expectations.  
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Introduction 

Flight vehicles must meet controllability and maneuverability performance requirements in 
order to be certified for operations. A vehicle's ability to meet these requirements is often 
limited by the amount of control authority available. Thus, it is essential for designers to assess 
the control authority of candidate concepts early in the conceptual design phase. Designers 
normally consider numerous possible vehicle configurations before structures and control 
system groups begin their dynamic analysis. An early performance evaluation before detailed 
control design begins is necessary. In this document we are presenting a methodology for 
quick evaluation of controllability and performance of conceptual vehicle designs, in a static 
sense, against the requirements imposed by the vehicle purpose and mission at critical flight 
conditions. 
 
In the early phase of a new flight vehicle the design team must define the purpose, missions, 
and hardware configuration of the vehicle. This determines its initial shape and the 
aerodynamic lift and drag coefficients. From the lift and drag coefficients trajectories are 
created by means of point-mass or 6-DOF simulations that achieve the mission goals and the 
critical flight conditions are identified. This design cycle, however, is an iterative process and 
there is a need for rapid re-evaluation of vehicle performance in terms of static-stability, 
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maneuverability, control authority, and the effector capability to trim in order to balance the 
moments and forces which are specified in the trajectory environment. This static evaluation 
of a vehicle concept must be performed prior to any linear analysis, flight control system 
design, and time domain simulations which are considerably more time consuming.  
 
Sometimes you take a look at flight vehicle design concept and you instinctively suspect that 
there is something wrong with it, and wished that you had a logical way of proving it. The 
shape tells you something about its aerodynamics, the weight distribution about stability, the 
effectors location and size about control authority and maneuverability. Sometimes you 
suspect that the CG is either too far back or too close to the front or that the effectors are too 
small or too big and you are not sure if the engines or aerosurfaces can provide the forces and 
moments to maneuver it. There are also situations where you would like to trade control 
authority in one direction against other directions by adjusting the effectors and positions, or 
trying other types of effectors in different locations, or that you may want to quantify the 
effectors control authority necessary to survive the expected flight environment, or to trade 
control authority among multiple effectors. There are also times when the designer would like 
to know the consequences of losing an aerosurface, RCS jet, thrust or an actuator from a TVC 
engine, or to analyze the effects of CG variations due to payload shifts. An optimized trajectory 
does not provide any information about the vehicle performance and its ability to survive the 
expected trajectory environment, dispersions due to winds, and effector failures, mainly 
because it is missing the effector information. The vehicle may be unable to follow the 
trajectory, either because it does not have sufficient control authority to trim, to counteract 
dispersions in aerodynamic angles, or it may be too divergent or too stable and unable to 
maneuver. An analysis process is necessary between trajectory optimization and control 
design to predict the vehicle performance and its capability to track the proposed trajectory. 
 
All these capabilities and more are addressed by the methodology presented in this document 
that provides a systematic approach and the necessary tools to rapidly evaluate an early 
vehicle concept. It uses aerodynamic data, trajectory, propulsion, and mass properties data to 
evaluate if the flight vehicle concept possesses adequate control power, static stability and 
maneuverability qualities to satisfy the requirements defined at critical flight conditions along 
a trajectory, without getting involved in simulations, dynamic modeling and control design. In 
addition, the method provides guidelines on how to take a corrective action in case the vehicle 
concept does not meet the required performance. This methodology is implemented in a 
software tool that is integrated as an option of the Flixan program. We call it "Trim" for short, 
although it performs a lot more functions other than trimming the control effectors. Trim is an 
interactive, user friendly, Windows based program that employs graphics, menus, and dialogs 
to rapidly assess the overall performance and controllability of conceptual vehicle designs. It is 
not only limited to aircraft or rockets but it can be applied to any flight vehicle configuration 
that uses aerosurfaces, gimbaling engines, thrust varying engines, reaction control jets, or any 
combination of the above.  
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Trim is not intended to replace the stability and control analysis but rather to improve and to 
simplify the evaluation of conceptual vehicles by helping the analyst to decide which ideas 
should be rejected or pursued further. In fact, it integrates nicely with other Flixan tools 
because it generates input data for the flight vehicle dynamic modeling program at selected 
flight conditions, and also for the effectors mixing-logic program.  
 
The main features of the Trim program are as follows: to efficiently combine multiple types of 
effectors together, to calculate the effector trim angles and thrusts along a required trajectory, 
and also to analyze the vehicle performance in terms of some critical performance parameters 
which are described in chapter 3. The performance parameters are calculated as a function of 
time by processing the vehicle data along the trajectory. Trim also provides interactive tools 
for visually analyzing the maneuverability and controllability of the vehicle against wind-shear 
disturbances at selected flight conditions by means of vector diagrams. Contour plots are also 
used for visually analyzing vehicle stability and controllability in the entire Mach versus alpha 
envelope. Graphic utilities are included for plotting and comparing various trajectories and 
performance parameters against time. There are also options for generating dynamic models 
and effector mixing matrices at selected flight conditions along the trajectory. The Trim 
algorithm is very versatile because it allows the designer to perform a thorough and 
systematic analysis and examine different off-nominal situations, which include: aerodynamic 
uncertainties, parameter variations, "what if" analysis that help improve the design by 
graphically modifying some vehicle parameters and evaluating its robustness to trajectory 
alterations, modified trimming conditions, or by introducing external disturbances. All these 
features lead to designs that satisfy mission requirements in adverse situations.  
 
The Trim program is not intended only for aircraft but it is designed to accommodate various 
types of atmospheric vehicle concepts with blended features, including missiles, launch 
vehicles, rocket-planes, or reentry glider type vehicles. It integrates and generalizes various 
stability and performance analytic criteria developed separately for aircraft and for launch 
vehicles and extends their applicability to generic vehicle concepts controlled by multiple 
effector types. Almost any type of flight vehicle can be implemented in a short time from its 
data, analyze static performance, evaluate the effects of parameter variations, perform 
disturbance analysis, model the effector types, their location, thrusts, etc. The flight vehicles 
are controlled either by aerosurfaces, thrust vectoring engines, thrust varying engines, 
reaction control jets, or any combination of the above effectors. The effectors are combined 
together as a system and the performance criteria are calculated based on the combined 
system and not the aerosurfaces separately or the TVC engines alone. The Trim algorithm, 
therefore, uses an effective method of combining the various types of effectors together 
which attempts to optimize performance in the controlled directions. Finally, the Trim 
program also provides a good starting point for a detailed control design and dynamic analysis 
work by coordinating with the Flixan Vehicle Modeling program and preparing input data for 
generating dynamic models at selected flight conditions along the trajectory.  
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The design of a new flight vehicle from the flight control point of view undergoes through 
various phases of design and analysis, as shown in Figure 1.1. The designer begins by collecting 
the vehicle data base, which initially is poor and some of the numbers may have to be roughly 
estimated or guessed. As the design progresses, however, and new numbers become available 
the database gradually becomes more refined. This is, obviously, an iterative process.  

 
Figure 1.1 Three Phases of Flight Vehicle Design from the Controls Point of View 
 
The control analyst begins by collecting the vehicle mass properties: weights, inertias, center 
of mass as a function of vehicle weight, geometry, locations of the vehicle sensors, engines, 
jets, control surfaces, etc. Then he or she must request aero data from the aerodynamics 
group consisting of aerodynamic coefficients for the base body, control surface increment 
coefficients, aero uncertainties, damping derivatives, and hinge-moment coefficients. 
Propulsion data for the engines and the reaction control jets are also needed, such as thrusts, 
directions, thruster locations, etc. A preliminary point-mass trajectory is also needed, such as 
one created by the POST program, optimized to achieve certain terminal-time criteria, such as 
maximizing payload weight, altitude or minimizing heating. The trajectories consist of several 
variables, such as: alpha, beta, weight, velocity, altitude, Mach number, acceleration, dynamic 
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pressure, thrust, etc. calculated as a function of time. The trajectory variables define the 
vehicle mission and the environment that it must tolerate during flight. A trajectory, however, 
does not include the vehicle rotational dynamics and its interaction with the control system. 
The first function of the Trim program is to trim the effectors, that is, to calculate the effector 
deflections that will balance the moments along the trajectory. Then it analyzes static 
controllability, stability, and overall performance. Although the analysis is static, it predicts 
some dynamic characteristics of the vehicle, such as: time to double amplitude, short period 
resonances, in addition to maneuverability, control authority, and robustness to uncertainties 
and disturbances.  
 
The next step (or second phase) in this iterative process is to create dynamic models at critical 
flight conditions, design a preliminary control system and analyze dynamic stability, robustness 
to uncertainties, and dynamic performance in response to gusts and guidance commands. In 
the next phase, a 6-DOF simulation is created that includes preliminary control laws 
interpolated between the design cases. A 6-DOF includes the vehicle rotational dynamics and 
it can create more efficient trajectories than POST for Trim analysis and control system 
redesign. The linear analysis models are augmented with more detail dynamics, such as tail-
wags-dog, fuel sloshing, and flexibility. This time the control laws are better refined and more 
details are included, such as: lead-lag, low-pass, flex filters, logic, etc. The 6- DOF simulation is 
also continuously refined. This modeling/ design/ analysis/ simulation process is repeated 
several times until the control design and the trajectories converge. Possibly multiple 
trajectories are processed. The user is referred to read the control design and simulation 
examples presented in Section 10. 
 
In the preliminary phase of the Trim analysis, however, we are not yet concerned with the 
flight control system and simulations. In fact we don't even need a control system because all 
we are doing is finding out how stable or unstable the vehicle is and if the proposed effectors 
are strong enough to maneuver it in the trajectory environment. An FCS design for dynamic 
analysis is performed in the second phase. If the vehicle concept is stabilizable and 
maneuverable then it will be trivial to design a control system that satisfies some reasonable 
performance criteria. You can learn a lot about the vehicle dynamic behavior and 
maneuverability from static analysis before getting into the dynamics, control design, and 
simulations. If a vehicle does not have acceptable stability and maneuverability properties, 
then, even if you are able to design a control system that stabilizes it dynamically, it will 
probably be susceptible to noise, variations and uncertainties. So this preliminary process 
helps the designer to converge towards a well behaved airframe and mission environment 
without getting involved into detailed dynamic analysis. This is important because at an early 
phase some key decisions have to be made regarding the placement of sensors and the 
location and size of the vehicle effectors, typically: the control surfaces, TVC engines, and the 
reaction control jets, which determine the control authority. With increasing demand for 
agility and use of advanced FCS with relaxed static stability, consideration of control power has 
become an important issue in modern flight designs.  
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Excessive control authority can translate into increased weight and drag, while inadequate 
control power can result in a failed design. Thus, the designer's goal when sizing and placing 
thrusters or control surfaces is to provide sufficient, yet not excessive, control power to meet 
the required controllability and maneuvering performance requirements. Having a 
methodology, therefore, for analyzing performance and to properly size the control power is 
essential for optimizing conceptual flight vehicle configurations.  
 
To summarize this overview, the Trim program is an important tool for rapid phase-1 type 
performance evaluation of a new flight vehicle concept without requiring flight control system 
design and a 6-DOF simulation. A simple static performance analysis is created after trimming 
to predict the vehicle performance and its dynamic characteristics in presence of disturbances, 
uncertainties and parameter variations, and to provide corrective actions in the event where 
the requirements are not satisfied. In the second and third phases of the design a preliminary 
rigid-body dynamic analysis of the flight vehicle is performed at critical flight conditions. The 
analyst selects some critical flight conditions to create dynamic models along the trajectory, 
and the Trim program generates the input data which are used by the Flight Vehicle Modeling 
Program (FVMP) to generate state-space systems at the selected flight conditions. The 
dynamic models are then used to design control laws, design effector combination logic, 
perform linear analysis, and eventually develop 6-DOF simulations.  
 
Figure 1.2 shows the inputs and outputs of the Trim program which initially calculates the 
positions of the vehicle effectors. The effectors must rotate at a certain angle or to vary their 
thrust in order to produce moments and forces that balance the base vehicle moments and 
forces. The input files to the program are: a trajectory file, aero data consisting of basic vehicle 
aero plus aero-surface increments, damping and hinge moment coefficients, mass properties 
consisting of inertias and CG location as a function of weight, and slosh data which are 
optional and they are only used when there is fuel sloshing in order to generate inputs for the 
FVMP. The data files in Trim must be shaped in standard formats in order to be accessible by 
the program and this may take several hours to complete. Afterwards, the analysis process is 
straightforward and it should not take more than a few minutes to analyze the performance 
characteristics of new vehicles and to provide some recommendations for improvements, as it 
is demonstrated in the examples. In addition to trimming the effectors the program performs 
several other functions which are essential for preliminary analysis of flight vehicles. 
  

1. Evaluates the overall capability of the conceptual vehicle with its effectors to meet the 
mission requirements by calculating some critical performance parameters along the flight 
trajectory that characterize stability, maneuverability and controllability in the presence of 
wind disturbances. These parameters are described in Section 3. 

2. Plots of the trajectory data as a function of time and provides the graphic capability for the 
analyst to modify graphically some of the trajectory variables, such as: the angle of attack, 
sideslip, CG location, etc. by means of dialogs and interactive graphics. The user re-trims 
and reevaluates the vehicle performance using the modified trajectory. This is useful for 
analyzing parameter variations, CG shifts, and other "what if" type of studies.  
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3. When the vehicle has multiple effectors and types of effectors, after trimming the user can 
graphically reshape the deflection angles or the thrusts of some effectors. This is done by 
limiting their deflections and, therefore, trading the deflections of some effectors against 
others. The constraints are adjusted graphically by means of dialogs and interactive 
graphics. It can be used, for example, when trading elevon versus body-flap and speed-
brake deflections, since they all affect pitching moment and longitudinal dynamics.  

4. Provides graphical utilities for visualizing the basic aerodynamic and the aerosurface 
coefficients by plotting the coefficients and their derivatives as a function of alpha, beta, 
Mach number, and aerosurface deflection (δ).  

5. Uses Contour Plots to display some of the important performance parameters, such as, 
pitch and lateral stability parameters, the LCDP and control authority, as a function of 
Mach versus alpha. Contour plots provide a wider perspective of performance in the entire 
Mach versus alpha range (rather than in the vicinity of the trajectory). They help locating 
undesirable or favorable flight conditions and provide direction on how to reshape the 
trajectory in order to improve performance and to avoid undesirable flight conditions.  

6. Creates an effector mixing logic matrix for combining multiple types of effectors. The 
mixing matrix receives the flight control acceleration demands and calculates the effector 
positions that will produce the demanded acceleration changes. It uses pseudo-inversion 
based on geometry and the individual control authority of each effector. It optimizes 
controllability because it allocates control authority proportionally to the individual 
effector capability in the demanded directions. It also provides some form of open-loop 
decoupling between the control axes. The mixing logic matrix is used for analyzing the 
static performance characteristics of a vehicle. It is either constant, calculated at a fixed 
flight condition, or time-varying calculated at every time point along the trajectory. 

7. Generates dynamic models for control design and simulations at critical points along the 
trajectory. The user selects the analysis points and the Trim program generates the input 
data at the selected flight conditions. The Flixan "Flight Vehicle Modeling" program 
generates various types of state-space systems and matrices required for control analysis 
and simulations at the selected trajectory points, as it is shown in the examples section 10. 

8. Generates Vector Diagrams which are used for analyzing vehicle controllability against 
wind disturbances at specific flight conditions. They compare the control moments or 
forces in two directions against the moments and forces produced due to angles of attack 
and sideslip dispersions from trim. There are four types of vector diagrams, presented in 
Section 9.8, for analyzing moments, forces, accelerations, and partials. 

9. Calculates the control moments at the hinges of the control surfaces as a function of the 
trajectory parameters and the aerosurface trim angles. This option is only available when a 
hinge moment coefficients file (.HMco) is included in the database. 

10. Provides additional data visualization utilities for plotting and overlaying previously 
calculated data, such as: effector trim positions, performance parameters, multiple 
trajectories and aero-surface hinge moments. 
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Figure 1.2 Inputs and Outputs of the Trim Program 
 
 
1.1 Control Effectors 

The effectors are the devices that provide the "muscle" power to maneuver the vehicle. The Trim 
program provides the capability for the user to select between four different types of effectors: (a) 
thrust vector control (TVC) consisting of engines that pivot either in two directions (pitch and yaw) 
or in a single (skewed) direction (γ), (b) engines of variable thrust (throttling), (c) reaction control 
jets (RCS), and (d) control aerosurfaces that rotate about a constant hinge.  
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A throttling engine has a nominal thrust Te, and it provides control forces on the vehicle by varying 
its thrust by a certain amount above and below nominal. The amount of thrust variation above 
and below Te is defined by the throttle parameter in the engine data file (0<Th<1), which must be 
between zero and less than one. The actual thrust during trimming is determined by the trimming 
algorithm which calculates the engine throttle control input δThro(t) required to balance the 
acceleration, and it varies between -1 to +1. The actual engine thrust at any point along the 
trajectory is: ( )Throhe TT δ+1 . When the throttle control is zero it corresponds to the nominal thrust 
value Te and the thrust remains always positive. An engine may be defined to be both: gimbaling 
and throttling.  
 
The RCS jets in Trim are also variable thrust devices but they are defined slightly different. They 
are continuous thrusters with zero nominal thrust. They can generate either positive or negative 
forces at a location on the vehicle along a specified direction. They represent a pair of back-to-
back firing jets that can generate positive or negative forces. In the propulsion data file an RCS jet 
is defined by its maximum thrust Tmax and by the throttle parameter which is set exactly to 1. This 
is the parameter that differentiates between a thrust varying propulsion engine and an RCS jet. 
The actual thrust during trimming is defined by the jet throttle control input δThro which varies 
between -1 to +1 and corresponds to jet thrust variation between -Tmax to +Tmax.  
 
Aircraft engines and reaction control jets are defined as thrust varying engines. A re-entry glider 
vehicle can be controlled by control surfaces and RCS jets. Commercial aircraft use both, control 
surfaces and engine throttling. Launch vehicles use mainly thrust vector control (TVC) engines and 
sometimes in combination with differential throttling and RCS jets. Notice that in Trim the RCS jets 
are treated as analog and not as "on-off" devices because the purpose of the Trim program is for 
sizing the jets and not for simulations. "On-off" RCS jet firing is typically implemented in closed-
loop simulations using dynamic models generated by the Flixan Vehicle Modeling program (FVMP). 
For further details see the examples in Section 10. 
 
1.2 Dynamic Modeling and Effector Mixing Logic 
 
When the initial vehicle evaluation is complete, in terms of calculating the effector trim angles, 
determining the vehicle stability, performance, maneuverability, calculating the actuator hinge 
moments, etc, and if the initial analysis is acceptable, the next step is to start generating dynamic 
models for analyzing dynamic performance at critical flight conditions. These models are used for 
designing flight control laws, and for performing dynamic analysis to evaluate the control system 
stability, closed-loop performance, and robustness to parameter uncertainties. The Trim program 
generates input data at specific flight conditions that can be processed by the FVMP. The initial 
models created by Trim are simple rigid-bodies but later they can be augmented by the user in the 
FVMP environment by including additional features, such as structural bending, tail-wags-dog, fuel 
sloshing, dynamic coupling with actuator models, etc. The Trim program also generates an effector 
mixing logic matrix at specific flight conditions. The mixing logic converts the flight control 
demands (mainly 3 rotational plus some translational accelerations) to actuator commands. It is 
included in the flight control system logic.   
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Trimming is the process of balancing the moments and forces on a flight vehicle base generated by 
aerodynamics and propulsion, with moments and forces which are generated by the control 
effectors, such as the engines and aerosurfaces. We are mainly interested in trimming the three 
moments (roll, pitch and yaw) along a pre-defined trajectory. Sometimes we also trim along the 
axial and normal accelerations (Ax and Az), and rarely include the side acceleration (Ay) in 
trimming.  
 
The data needed for trimming are: the basic aerodynamic coefficients, the aero-surface increment 
coefficients, thrust vector control (TVC) and throttling engine data, and a trajectory. A trajectory is 
a table of flight variables calculated as a function of time. It is typically an Excel file of column data 
starting with time in the leftmost column, and consisting of a list of flight variables, such as: 
altitude, vehicle mass, angle of attack, sideslip, dynamic pressure, Mach number, velocity, 
acceleration, thrust etc. A trajectory characterizes the flight vehicle mission, its flight environment, 
and the maneuvering requirements. Trajectories are typically created by trajectory specialists, 
initially from point mass 3-dof trajectory optimization programs such as “POST” which calculates 
the trajectory based on thrust, weight, lift and drag aerodynamics, and atmospheric models, but it 
neglects the rotational dynamics. If we don't have a trajectory we can begin by creating our own at 
flight conditions near the critical missions. Some of the criteria for shaping a trajectory are: 
heating, fuel efficiency, payload weight maximization, and structural loading.  
 
The primary concern of the flight control analyst is to make sure that the vehicle possesses the 
control authority to trim along the required trajectory in the static sense, and that the vehicle 
stability (or instability) is within acceptable limits, in both static and dynamic sense. In this section, 
however, we are dealing with static stability and in having the control authority to produce the 
required accelerations against the predicted aerodynamic disturbances. The moments and forces 
acting on the base vehicle are caused by aerodynamics and propulsion. The aerodynamic moments 
and forces are generated by the angles of attack and sideslip, as specified in the trajectory. They 
must be balanced with the control moments and forces generated by the vehicle effectors, that 
must have the control authority to trim and also to retain some extra capability for other 
functions. If the effectors do not have the required authority to trim, then either the trajectory has 
to be modified, or the effectors, or the vehicle shape and aerodynamics, or all of the above must 
be modified until an acceptable trimming condition can be achieved. This is usually an iterative 
process that requires several attempts and perhaps changes in the vehicle shape and size of the 
surfaces or the TVC. As a guideline, the control authority required for trimming should not exceed 
half of the maximum control capability of each effector. There should be some control capability 
reserved for maneuvering the vehicle and for reacting against wind gusts and other disturbances. 
Also, the uncertainties in the vehicle parameters and CG location may cause further uncertainty in 
the trim angles.  
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Balancing the three vehicle moments is usually the main objective when trimming the vehicle 
along the trajectory. Sometimes it is also necessary for the effectors system to have the capability 
to trim along some of the linear accelerations, mainly along the x and z directions. For example, it 
may be necessary to balance the axial acceleration and control speed independently of the pitch 
moment prior to landing by means of a speed brake or by varying the engine thrust. Also, to trim 
the normal acceleration independently of pitching when separating from another vehicle, by 
simultaneously using the Elevon, Body-Flap and vertical thrusters. This would prevent it from over-
pitching and colliding after separation. Trimming is also important for sizing the effectiveness of 
the control surfaces, the TVC gimbaling capability, the engine thrusts, throttling capability, and the 
RCS jet thrusts. It is also used to analyze engine thrust failures, actuator hard-over failures, 
determining optimal installation angles for the TVC engines, RCS jets, zero positions for the aero-
surfaces, wind-shear disturbances, and the maximum weight and CG variations that can be 
tolerated when carrying payloads. 
 
In this section we are presenting a method for calculating the optimal effector trim positions along 
a trajectory for a vehicle that includes multiple types of effectors. This method is based on pseudo-
inversion of a matrix and it attempts to allocate control authority to effectors according to their 
control capability in specific directions. It calculates the trim position of each effector at each point 
along the trajectory, as a function of time. In the ideal situation, when the trajectory is calculated 
correctly and trimming is perfect, the moments and forces applied on the vehicle from the 
propulsion and base aerodynamics (angles of attack and sideslip), should perfectly match the 
accelerations which are defined in the trajectory, and the control deflections should be zero 
because no correction is needed. Otherwise, if the rotational and translational accelerations on 
the vehicle (calculated due to 𝛼𝛼, 𝛽𝛽, and thrust) do not match the trajectory’s accelerations, the 
control effectors must be used to provide the additional moments and forces required to match 
the accelerations defined in the trajectory. The purpose of trimming is to properly adjust the 
aerosurfaces, the TVC deflection angles, and thrusts, as necessary according to their capabilities, in 
order to provide the additional aerodynamic and propulsion forces and moments on the vehicle 
and to achieve the angular and linear accelerations defined in the trajectory along specific trim 
directions. 
 
Equation (2.1) is a “Force=Mass x Acceleration” type of equation. On its right hand side there is a 
6-dimentional vector consisting of three rotational and three translational accelerations which are 
defined in the trajectory. They are multiplied with the vehicle mass and moments of inertia to 
convert them to three moments and three forces. The moments and forces on the left side of the 
equation are due the aerodynamics, propulsion, and known disturbance forces, and in order to 
trim, they must balance the terms on the right hand side, at each point along the trajectory. Note 
that in equation (2.1) the aerodynamic and propulsion moments and forces on the LHS consist of 
both, base vehicle plus effector moments and forces. 
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In order to solve this equation we must separate the base terms from the effector terms on the 
left side of equation (2.1). The base terms cannot be modified by the effectors because they are 
caused by the aerodynamic forces due to the angles of attack and sideslip, and also by the 
constant propulsion forces of the engine thrusts applied on the base body. The only moments and 
forces that can be adjusted on the left side of this equation, in order to match the terms on the 
right side, are the contributions from the effector deflections and the thrust variations. They 
determine the trim positions of the control surfaces or TVC deflections and the thrust variations. 
The trim deflections are measured relative to the installation (or zero) position and the thrust 
variations are relative to the nominal thrust. 
 
The effectors should not only be capable of providing the control authority to balance the 
equation but they must also have sufficient controllability left for maneuvering and overcoming 
unexpected disturbances, such as wind shear. In a typical trajectory derived from a point mass 
simulation the angular accelerations in the trajectory are zero because it assumes that the vehicle 
moments are perfectly balanced and the effector trimming boils down to zeroing the moments on 
the left side of equation 2.1. When the rotational accelerations are available, however, either from 
a 6-DOF simulation or test data, they can be included to provide a more efficient trimming. In 
equation 2.1 the translational accelerations from the trajectory on the RHS are multiplied with the 
vehicle mass to calculate the total force on the vehicle along x, y, and z. The linear accelerations 
(Ax and Az) in a typical trajectory are not zero, and in some cases we may want to use the 
effectors in order to trim along those directions and to match the translational accelerations, 
because the axial acceleration affects the range and the normal acceleration affects the altitude. 
When trimming along the translational directions we may have to use additional effector activity 
such as propulsion, TVC, and aerosurfaces in order to balance the forces. 
 
In this section we will present a trimming algorithm for a flight vehicle with multiple types of 
effectors. The number of effectors must be greater than or equal to the number of DOF that must 
be balanced, plus all directions to be trimmed and eventually controlled should be accessible by at 
least one effector. When the number of effectors exceeds the number of DOFs or trim directions 
the solution is overdetermined. The more effectors the better the controllability because they can 
be combined more efficiently to control the directions they can influence. Having an abundance of 
effectors is also good for redundancy. The trimming algorithm uses pseudo-inversion that gives 
preference to the effectors that are more capable in the demanded directions by allocating them 
bigger control authority and hence increased activity, than the effectors which are less capable 
along those directions and are, therefore, less active. All four types of effectors: gimbaling engines 
(pitch and yaw), throttling engines, RCS jets, and aerosurfaces, are combined by the trim algorithm 
and used as a system. 
 
The trimming algorithm requires aerodynamic increment coefficients for each aerosurface and the 
orientation of each engine with respect to the vehicle. The direction of the engine thrust is defined 
by two angles (elevation and azimuth or simply pitch and yaw) which are measured relative to the 
-x axis. An engine is either mounted at a fixed position relative to the vehicle or it can be gimbaled 
in the pitch and yaw directions with respect to its mounting position and capable to provide TVC. 
The thrust is either constant or it can be modulated up and down relative to the nominal thrust to 
provide throttle control. An engine may also be able to gimbal and throttle simultaneously.  
  



9-16 

Aircraft engines, for example, are modeled as throttling engines having a nominal thrust (Te), with 
a certain amount of thrust variation about Te. Reaction control jets (RCS) are also considered to be 
throttling engines. They are mounted at fixed angles relative to the vehicle axes and their thrust 
can vary between zero and ±Tmax. For trimming purposes the RCS jets are not considered to be 
“on/off” devices, but they are continuous (analog) thrusters and negative thrusting is allowed. 
After all, the purpose of trimming is to size the thrusters and not to perform a dynamic simulation. 
A single thruster can be used to model a pair of back-to-back firing jets producing positive or 
negative forces as a function of the throttle control input. It is not necessary for all surfaces to be 
used for trimming and for flight control. Some of the aero surfaces can be defined in the aero-
surfaces data file as fixed with zero max and min deflections and at a non-zero bias position (such 
as for example a fixed body flap). 
 
In order to solve the trimming equation numerically we must rewrite equation 2.1 by separating 
the moments and forces produced by each effector as consisting of two parts: a fixed part and an 
adjustable part. In the equations that follow we will write in detail the moments and forces 
produced by the engines, jets, and the aerosurfaces and separate them into two parts: (a) the 
steady-state part that is produced when the effector is at trim position or nominal thrust, and (b) 
the adjustable part due to the deflection or throttle that is used for controlling and trimming the 
vehicle. 
 
 
2.1 Basic Aerodynamic Moments and Forces 
 
The aerodynamic moments and forces on the vehicle consist of two parts: (a) the aero moments 
and forces on the base body resolved along the body axes, assuming that the control surfaces are 
at zero or bias position, and (b) the moment and force increments produced by the control surface 
deflections, equation 2.4. The base aero moment and forces are defined in equations 2.2,  
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    (2.2) 

 
Where: 
𝑄𝑄�   is the dynamic pressure,  
Sref  is the reference area, 
 𝑐𝑐̅  is the reference length or mean aero-chord, and  
b  is the wing span.  
 
The six basic aero coefficients (three moments and three forces) are non-linear functions of Mach 
number M, the angle of attack α, and the angle of sideslip β.  
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2.2 Moments and Forces Produced by an Aerosurface Deflection 
 
The control surfaces generate additional moments and forces that are used to balance the 
moments and forces on the base vehicle along the trajectory. The aerodynamic moments and 
forces are functions of the aero-surface increment coefficients, the dynamic pressure, and the 
reference length, as shown in equation (2.3). The surface coefficients are non-linear functions of 
four variables: the surface deflection from zero position (∆asi), the angles of attack and sideslip 
(α and b), and the Mach number M, for example, Cm(α, β, M, ∆asi). 
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  (2.3) 

 
In order to trim we must solve equation (2.3) for the surface deflections (∆asi) which are needed to 
balance the base moments and forces. It is not easy, however, to solve directly for the surface 
deflections (∆asi) because the equations are non-linear and not explicitly available, but they are 
usually defined by wind-tunnel data. The equations are solved numerically by linearizing them at 
fixed (α, β, ∆asi, M) for each control surface, and using the control surface derivatives (Cmδasi) etc, 
to propagate the solution towards a deflection that will balance the vehicle moments and forces. 
The derivatives are calculated at each iteration and are also functions of (α, β, ∆asi, M).  
 
In addition to the base aerodynamic moments and forces in equation 2.2, the moment/force 
increment from each aerosurface is calculated by separating equation 2.3 into two parts, as shown 
in equation 2.4: (a) a steady-state part MSOi representing the moments and forces at a fixed 
aerosurface deflection (ΔS0i), and (b) a linear term representing additional moments/ forces due to 
small deflection increment δasi relative to the nominal deflection ΔS0i. These terms are in addition 
to the base aero forces described in equation (2.2).  
 
In the aero-data base, the surface coefficients are measured or calculated at fixed discrete angles, 
and ΔS0i represents the deflection of surface (i) that is nearest to the expected trim angle (∆asi).  
The second term in the moment/force equation 2.4 is a linear derivative term that represents an 
increment relative to the first term. It is scaled by dividing the deflection increment δasi with the 
max surface deflection (δasiMax). We must also multiply the coefficients in the second term with the 
max deflection (δasiMax). The input (δasi/δasiMax) in the normalized second term in equation 2.4 
becomes non-dimensional and it can only vary between zero and�±1. It is this increment that we 
must solve for, during each iteration, in order to calculate the new aerosurface deflection (ΔS0i) 
that will eventually converge to the trim angle (∆asi). 
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2.3 Moments and Forces due to an Engine Gimbaling in Pitch and Yaw 
 
The moments and forces on the vehicle generated by a single engine (i) are also non-linear 
functions of the pitch and yaw deflection angles and they also depend on its thrust variation. We 
will linearize the force equation produced by an engine (i) and separate it in three parts: (a) the 
nominal moments and forces generated due to its nominal thrust T0i and at fixed deflections (DZi 
and DYi) that correspond to the engine mounting positions, (b) the moment and force increments 
generated due to small engine deflections in pitch and yaw (δyei, δzei) relative to the engine 
mounting positions, and (c) the additional moment and force increments due to the variation DThr(i) 
in engine thrust from its nominal value. Each term in equation (2.5) is a 6-dimensional vector 
consisting of 3 moments and 3 forces. The pitch and yaw engine deflections (δYei, δZei) in equation 
(2.5) are normalized by dividing with the maximum engine deflections. Similarly, the thrust 
variation inputs (DThr(i) ) are normalized by dividing with the maximum thrust variation of each 
engine DThrMax(i).  
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Equation 2.6 calculates the forces at the gimbal along the vehicle body axes generated by a single 
engine, where ∆Ei is the pitch (elevation angle with respect to the x–y plane), and ∆Zi is the yaw 
(azimuth angle about the body z-axis), see Figure. 
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The moment arms distances between an engine (i), and the vehicle CG is: 
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          (2.7) 

 



9-19 

 
 
Equation (2.8) calculates the nominal moments and forces without variations generated by a single 
engine (i) at its nominal trim deflection angles (∆Ei and ∆Zi), which is the first term ME0(i) in equation 
(2.5). This term assumes that the engine thrust is at its nominal value Te(i), and it does not include 
the small angle gimbaling terms. 
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The additional moments and forces on the vehicle generated by the small pitch and yaw angle 
deflections δy(i) and δz(i) of an engine (i) from its trim positions (∆Ei and ∆Zi), are shown in equation 
(2.9).  The deflection inputs to the equation are normalized by dividing with the maximum pitch 
and yaw engine deflection capability (δYMAX(i) and δZMAX(i)). This normalization makes the inputs to 
equation (2.9) vary between zero and ±1. The elements inside the matrix are also scaled 
accordingly. Equation (2.9) represents the second term in equation (2.5). 
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Similarly, equation 2.10 calculates the moments and forces on the vehicle generated by thrust 
variations DThr(i) of an engine (i). The throttle control input DThr(i) has no units, and it can be made 
to vary between zero and ±1 maximum. The actual engine thrust is defined as: T(i)= Te(i){1+DThr(i)} 
where Te(i) is the nominal engine thrust. It means that the engine thrust can be varied between 
zero and 2Te(i). However, the maximum throttle capability a throttling engine is typically less than 
one. The throttle parameter DThrMax(i) of a throttling engine is used to define the maximum thrust 
variation from nominal and it is less than one. For example, if the value of the throttling parameter  
DthrMax=0.3, it means that the engine thrust can only vary ±30% from nominal Te. In equation 2.10, 
we must normalize the throttle control input the same way we normalized the deflection inputs of 
the aerosurfaces and the gimbaling engines. We scale the input by dividing it with the throttling 
parameter DThrMax(i), and the normalized throttle input now varies between zero and ±1, 
representing ±30% thrust variation relative to Te. Equation (2.10) is the third term in equation 2.5 
and calculates the moment and force variations due to throttling. 
 

[ ]DM
D
D

T i D

l l
l l
l l D

T i
Thr i

ThrMax

e ThrMax

zei yei

zei xei

yei xei

E Z

E Z

E i

E Z

E Z

E i

Thr i

( )
( )

( )

( )

( )( )

cos( ) cos( )
cos( ) sin( )

sin( )
cos( ) cos( )
cos( ) sin( )

sin( )









=

−
−

−















 −

















−















































0
0

0

D D
D D

D
D D
D D

D

DThrMax









 

 
            (2.10) 
 
By scaling the control inputs when solving the trimming equation numerically, it adjusts the trim 
angles proportionally according to the control capability of each effector. For example, when a 
vehicle has three engines the combined moments and forces due to gimbaling and throttling is 
given by equation (2.11). 
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2.4 Numerical Solution for Calculating the Effector Trim Deflections and Throttles 
 
Now that we have derived the equations for calculating the moments and forces on the vehicle 
generated by each effector separately, that is, aerosurfaces, TVC, and engine throttling, we will 
combine all the effectors together in a single moment/ force balance equation as shown in 2.12. 
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Equation 2.12 is nonlinear and it must be solved numerically at each point along the trajectory. 
The residual terms on the left side of the equation must converge to zero at the completion of the 
iterations. The left-hand side consists of the base vehicle moments and forces which are 
eventually balanced by the effectors as they converge toward their trim positions. The effector 
increments are calculated from the RHS, after each iteration, and the increments are added to the 
trim estimate from the previous iteration, and the iterations continue until the trim estimate 
converges to the trim angle. There is also a term included on the LHS for adding external 
disturbances. It helps in analyzing the vehicle capability to trim against known disturbances. If the 
vehicle is capable to trim perfectly without requiring any assistance from the effectors, the forces 
and moments on the left side of the equation 2.12 would perfectly match the (M × acceleration) 
term which is also on the left side of the equation without any additional assistance from the (δM) 
control terms which are on the RHS of the equation. But this is rarely the case. The (δM) terms are 
the contributions from the three types of control effectors, which are normalized as already 
described and calculated after each iteration, that is: 
 

(a) Aerosurface deflections (δasi) from their nominal trim positions (ΔSOi),  
(b) Pitch and Yaw TVC engine deflections (δyei, δzei) from their nominal installation angles (∆Eei, 

∆Zei), and  
(c) Additional moments and forces due to engine thrust variations (Dthri) from their nominal 

thrust T0i.  
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During each iteration, if the moments and forces on the left side of the equation do not balance 
with the M×acceleration terms, in which case the M(residual) term is not equal to zero, then we 
must solve for the (δM) terms on the RHS to calculate how much additional deflections or thrust 
variations are needed in order to balance the LHS of equation 2.12. The deflection increments are 
then added to the deflections from the previous iteration to calculate the new trim positions and 
to adjust the residual terms. This is repeated until the M(residual) term converges to zero. The 
non-linear matrix equation 2.12 is solved for the unknown effector increments on the RHS which 
are stacked together in a single column vector, as shown in the two aerosurfaces/two engines 
illustration in equation 2.13.  
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This shapes equation (2.12) to a matrix equation form in (2.13) that is solved numerically for the 
effector trim positions vector (δT) which is needed to balance the residual forces and moments 
M(residual), assuming of course that the matrix [DM] is pseudo-invertible. This happens when the 
rank of [DM] is greater than or equal to the number of vehicle direction dofs that must be 
trimmed. Notice that the normalized deflections obtained by the pseudo-inversion are multiplied 
by the max deflections because the inputs of equation (2.13) are already divided by the max 
deflections and the matrix DM was properly scaled. This scaling allows the effectors that have 
greater control authority in certain directions to be used more than others which are less capable 
in those directions.  
 
 [ ]δ δT δiag( MAX )*Pseuδo Inverse DM M(resiδ)= ×

     (2.14) 
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The equation (2.14) is solved numerically at each trajectory point as follows: 
 

1. Starting with the first trajectory time point at time=T(0). The control surface positions are 
initialized at zero or bias angles (δS0i), the engines are initialized at the pitch and yaw 
mounting angles (∆Eeoi, ∆Zeoi), and the thrusts at nominal Te(i). Then we calculate the initial 
matrix [DM]0 of equation (2.13), and the residual moment/ force vector M0(residual) from 
the LHS of equation (2.12) using the Mach number, the angles of attack and sideslip, and 
the engine positions. 
  

2. Solve the pseudo-inverse equation (2.14) for the trim angle increments (first trajectory 
point, first iteration). 

[ ]δ δT MAXδiag Pseuδo Inverse DM M resiδual1 0 0= ×( ) * ( )  
 

3. Calculate new values for the control surface deflections, engine gimbal deflections, and 
thrusts by adding the effector increments and throttle values (obtained from the first 
iteration step-2) to their corresponding previous trim values, as shown. 
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4. Obtain new values for matrices [DM]1 and M1(residual) from equations (2.13) and (2.12), 
repeat step-2 for the same trajectory time point and solve for the new trim variables using 
equation (2.14), and repeat the iterations in steps 2 and 3, still for the same trajectory 
point until the trim angles converge to steady-state values.  

 [ ]δ δT MAXδiag Pseuδo Inverse DM M resiδual2 1 1= ×( ) * _ ( )  
 

5. Select the next trajectory point at time=T(1) and repeat the same iterative process 
described in steps (1 - 4). Initialize using the trim angles from the previous trajectory time 
point and solve for the trim angles and throttle values at this point. Continue this process 
with the remaining trajectory points, all the way to T=T(n), and obtain a time history of the 
effector trim angles and throttle values as a function of trajectory time. 

 
 
2.5 Running the Effector Trimming Program 
 
The effector trimming program calculates the effector trim angles and throttle values as a function 
of the trajectory time by adjusting the effector deflections and thrusts as necessary to balance the 
moments and forces on the vehicle, as already described. The initial trim is calculated without any 
adjustments from the user. The algorithm is allocating control authority to each effector and 
calculating their position along the trajectory by taking into consideration their capability and their 
maximum deflections. The deflections and throttles are initialized at zero. Further adjustments by 
the analyst of the effector trim positions by trading-off the activity of some effectors against 
others may be possible when the vehicle has multiple effectors. This is accomplished by biasing 
the initial position and by adjusting the maximum capability of each effector as a function of the 
trajectory time, and re-trimming with new initial conditions.  
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Trimming is also used to evaluate the vehicle effectors capability to tolerate variations in the 
trajectory variables. The program provides the capability for the user to modify some of the 
trajectory parameters graphically, re-trim with the variations and compare results, in order to 
check, for example, how much CG variation or sideslip due to wind-shear the vehicle is able to 
stand. Trimming can also be used to analyze if the vehicle is able to handle the loss of an engine 
thrust, situations where an actuator or aerosurface is stuck and unable to rotate, or RCS thruster 
failure (either on or off).  
 
The trimming and static performance analysis program can be selected from the Flixan main menu 
as shown below. The user must select the project directory and the proper filenames which are 
located in this directory, such as the mass properties, the trajectory file, aero-data coefficients for 
both: vehicle and aerosurfaces, damping derivatives, hinge moment coefficients, engine and RCS 
data, aerodynamic uncertainties, and slosh parameters. Some of the data files such as slosh and 
uncertainties are optional and not necessary included in all applications. In fact for trimming you 
only need the mass properties, trajectory data, base aero, aerosurface data, and propulsion data. 
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The trimming program can be selected from the main menu of the “Trim and Static Performance 
Analysis” program. It is the third option, as shown below. Before trimming the program needs to 
know how to initialize the trimming process and in which directions to trim. The effectors are 
initialized from a filename selection menu, either at zero, or from an already prepared trim file. 
This initialization (.Trim) file may be calculated from a previous trim run, in which case we select 
the trim file from the menu and click on “Select File”. Otherwise, to initialize from zero deflections, 
click on “Do Not Select” a file. The advantage of selecting a previous trim file is that it may include 
previous deflection modifications that were made interactively by the user and to continue with 
further trimming adjustments, like for example, when we trade the activity of one effector versus 
others. Up to 3 previous trim files are saved by the program.  
 

 
 
The program also needs to know along which axes or degrees-of-freedom the vehicle must be 
trimmed. From the menu below the user must define the directions along which to trim the 
vehicle moments and forces. The minimum is 3 rotational moments. However, some translational 
accelerations may also be included if the vehicle has the force effectors necessary to achieve the 
specified translational accelerations. In the example below, in addition to the 3 rotations we would 
also like to trim along the vehicle x-axis, and use the force effectors to achieve the x-acceleration 
as defined in the trajectory. This means that the vehicle must have at least one effector that 
controls the x axis, which may be a speed-brake or a thrust varying engine. 
 
The Trim program calculates the effector trim angles and engine throttle positions and plots the 
data in a dialog-window that has a menu above the plot, similar to the one shown below. In this 
example we have 7 aerosurfaces, no engines or RCS. The upper and lower limits of each 
aerosurface are also shown by the red and green lines. They are limited to ±30°. In this example 
the Elevon, Aileron, and Rudder aerosurfaces are used to trim: pitch, roll, and yaw moments. 
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The four Body-Flaps (shown above) are partially opened and used to adjust drag in order to trim 
the x-axis acceleration and to match the trajectory acceleration. The next plots show the residual 
moments and forces after trimming which are zero in the 4 trimming directions (roll, pitch, yaw, 
and along the x-axis). It means that the program was successful in trimming along the 4 selected 
directions. The residuals in the Y and Z directions are not zero.  
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2.6 Graphically Adjusting the Trim History 
 
The effector trimming algorithm calculates the effector trim angles and throttle values as a 
function of the trajectory time by adjusting the effector deflections and thrusts as necessary to 
balance the moments and forces on the vehicle. The utilization of each effector depends on its 
control authority along the trim directions which also depends on its maximum deflection or 
throttling capability. The algorithm calculates the trim positions by taking into consideration the 
effector’s control authority as we have already described. The analyst has the capability of trading-
off between effector utilization. Obviously, when there is a multiplicity of effectors, the better the 
flexibility of trading-off among them. The effector trimming is an iterative process and 
adjustments in the trimming parameters are often used in order to improve the trimming 
condition. A previous effector trim history versus trajectory time can also be used for initializing a 
new trim under different trimming conditions. The initialization trim history can also be manually 
adjusted as needed in order to bias the next trim results. For example, the designer may wish to 
reduce the reaction jet usage against allowing bigger aerosurface deflections in order to save fuel. 
In this case, the designer can adjust the trimming conditions by constraining the jet throttle values 
and opening up the max deflections on the aerosurfaces. Initializing the jet throttle values at lower 
magnitudes also helps reducing their activity after re-trimming. This of course is only possible 
when the vehicle has other effectors that can provide sufficient authority to trim along the 
required directions in the entire trajectory. 
 
The initial trimming is performed based on the maximum effector deflections provided without 
imposing any additional limitations on the effector deflections or throttles. Then adjustments can 
be made on the effector initialization trim profile to constrain usage of some effectors at the 
expense of increasing the contributions from others. This trade-off can be performed graphically 
by adjusting the initial effector positions and their maximum deflections, as a function of time, and 
re-trimming. Consider, for example, a vehicle that may have an Elevon, a Body Flap, a Speed-
Brake, and thruster engines. It may be possible to eliminate or to reduce activity in some of the 
effectors during trimming, like for example, the Body-Flap, by keeping it at a fixed position or 
scheduling its deflection versus time, and allow the other effectors to be adjusted by trimming. 
This of course is only possible when the vehicle has other effectors that can provide sufficient 
authority to span the control directions required to trim. If the vehicle configuration does not have 
sufficient or it has barely enough effectors to trim with the limitations imposed, the program will 
not be able to converge and modify its default trimming positions or it will allow very small 
amounts of effector adjustments from the original trim. 
 
After the first trimming, the user may be allowed to adjust the trim positions of some effectors 
using the mouse driven interactive graphics of the Trim program. Above every trim plot there is a 
horizontal menu bar that includes various options. Go to the "Graphic Options" and from the 
vertical pop-up menu select: "Modify a Trajectory Plot", the same way you modify a vehicle 
trajectory plot but this time it is for effector trajectories. A menu comes up with a list of the 
vehicle effectors. Select one of them and a dialog-plot comes up showing the trim history of the 
effector as a function of the trajectory time, as it was calculated from the previous trim.  
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For example, let us choose the Body-Flap and click on the "Select Effector" button. The top 
dialog/plot in the next page shows the original trim history of the Body-Flap (green line) as it was 
calculated by Trim. It also shows its upper and lower limits (magenta) which are initially ±30°. 
 

 
 
The maximum deflections limits determine the amount of aerosurface utilization at each 
trajectory point during trim. Notice that the body flap trim angle is very close to zero. The Elevon, 
however, is biased in the negative direction during most of the time in order to balance the 
pitching moment. However, in this particular vehicle the Elevon is meant to be used for flight 
control, but not the Body-Flap which is supposed to be only a trimming device. We would rather 
prefer to trim the pitching moment using the Body-Flap and keep the Elevon closer to zero in 
order to allow greater deflection capability for maneuvering.  
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The plot below shows the modified Body-Flap deflection after being reshaped by the user's mouse 
for the next trim. It is initialized at constant negative value −12 degrees. We would like to keep it 
at -12° after t=200 seconds. We must also reduce the upper and lower Body-Flap limits from ±30° 
to smaller values, because lowering the deflection limits de-emphasizes the effector’s authority 
during the next trim and reduces its capability to change from the -12° initialization value in that 
range. The limits are reduced a few seconds later to allow for the dynamic pressure to increase. 
The Elevon max deflections were not reduced prior to re-trimming in order to allow it more 
authority to adjust. When the user modifications are complete, click on "Re-Trim" from either 
dialog, and the program will generate a new trim history.  
 

 
 
The plots in the next page show the effector deflections before and after trimming. The 
adjustments made by the user in the Body-Flap trajectory were processed by re-trimming and the 
Body-Flap was repositioned further down. It remained close to the -12° initialization position that 
was set because it was constrained by the reduced limits. The Elevon, however, that had 
unconstrained limits was allowed to adjust from its initial position and it is now trimming very 
close to zero as we would like it to be. There are more trimming examples presented in Section 10. 
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2.7 Trimming with a Modified Trajectory 

It is also possible to trim along a trajectory that has been 
graphically modified by the user. This helps us to check 
the effector’s robustness against parameter variations, 
such as: CG, angles of attack and sideslip, dynamic 
pressure, thrust, accelerations, etc. You must first trim 
using the original trajectory for reference. Then plot the 
original trajectory and from the menu bar above the 
trajectory plot, click on “Graphic Options”, and select to 
modify the trajectory data. The menu on the right shows 
the trajectory parameters that can be manipulated by 
the user. Select one of the parameters to modify, such 
as, the YCG location, and click on “Select a Variable to 
Modify”. You can now graphically modify this trajectory 
variable versus time in this window-plot below, using the 
mouse interactive graphics, and change the YCG location 
from zero to 2 feet, in this time range. Click on “continue 
with another variable”, and select another variable to 
modify, such as the angle of sideslip and modify beta 
from zero to 2° over a different time period between 50 
and 80 sec. Then save the modified trajectory under a 
different name for reference and re-trim with the 
modified trajectory. 
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The menu is for selecting the trim 
directions. In this example the trim was 
performed in four directions, 3-
moments plus X-acceleration. This plot 
shows the effector trim positions before 
and after the trajectory modification.  It 
shows that the YCG offset causes the 
vehicle to develop a sideslip angle beta.  
 
Since the variations affect the lateral 
directions, the longitudinal effectors 
which are the Elevon, the Body-Flap, 
and the main engine thrust, remained the same, before and after trajectory modifications, The 
aileron and rudder, however, that were zero when trimming along the original trajectory (shown 
in green), are now deflecting in order to provide the roll and yaw torques necessary to counteract 
the disturbances produced by the variations in the YCG and Beta. 
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2.8 Trimming with a Faulty Effector 
 
The Trim program is also used to evaluate the vehicle’s ability to trim in the event of an effector 
failure, such as an engine or RCS jet thrust, an aerosurface or an actuator hard-over failure. In this 
example we have a launch vehicle that is controlled by a combination of throttling and gimbaling 
engines and also by aerosurfaces. Two of the engines are only gimbaling, two of the engines are 
only throttling, and two engines are both: gimbaling and throttling. The CG in this vehicle is off-
centered in the Y direction. We will use the Trim program to trim the three moments and the x-
axis acceleration, using all engines and aerosurfaces. After trimming with all engines, we would 
also like to know if we can still trim it if we lose thrust from one of the engines.  

 

 
The plot above shows the angles of attack and sideslip after trimming. Beta is not zero, as it is in 
the trajectory, but slightly positive and varying with time. This is necessary in order to provide the 
yawing moment required to offset the moment due to the YCG displacement which also varies. To 
fail Engine #6 we set its thrust to zero and also its throttling parameter to zero in the Engine data 
file (*.Engn) below. 
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This figure above shows the throttling functions of the four throttling engines, before the engine 
failure (shown in red), and after the engine failure (shown in blue). Note, that the Thrusts in the 
remaining 3 Throttling Engines are increased as they try to achieve the axial acceleration that is 
required in the trajectory. That’s because they are compensating for the fourth throttling engine 
(Engine #6) that has lost its thrust and throttling ability. 
 
The figure below shows the pitch and yaw gimbal deflections of the four gimbaling engines, before 
the engine failure (shown in red), and after the engine failure (shown in blue). The yaw deflections 
(δZ1 to δZ4) of the four gimbaling engines are increased after the failure, in order to provide a 
negative yawing moment and to compensate against the positive yawing moment that is produced 
by the absence of engine #6 thrust. The pitch deflections (δY1 to δY4) in the four TVC engines are 
also increased in order to make up for the lack of symmetry due to the thrust failure. The flap 
deflections are increased in comparison with the nominal trim, and also the difference between 
left and right flaps is also increased in order to counteract the rolling moment caused due to the 
lack of lateral symmetry. 
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Before analyzing the dynamic characteristics of a flight vehicle the designer must first evaluate if 
the airframe satisfies certain performance characteristics along the mission trajectory. 
Characteristics such as control authority, maneuverability and stability along the estimated 
trajectories are important in determining if the vehicle will be able to achieve the planned 
missions. Low airspeed and gusts place the greatest demands on control authority. In addition, 
agile maneuvers accomplished by frequent excursions into high angle-of-attack regimes and high 
roll performance can result in critical control power conditions, including adverse coupling effects. 
To achieve a successful design, it is important to assess the control power of a proposed design 
concept against the anticipated performance requirements early in the conceptual stage. The 
static and dynamic performance of the flight vehicle is captured in the data, and its flying 
performance must be evaluated along the expected trajectory or trajectories, prior to any control 
analysis and simulations. The proposed trajectory defines the environment, the performance 
requirements, and the vehicle stability and maneuverability qualities, which also depend on the 
vehicle configuration, its mass properties, aerodynamic characteristics, mixing logic and the 
effector controllability.  
 
In this section we will define some important parameters that should allow the analyst to evaluate 
in a static sense the overall performance quality of a generic flight vehicle by processing the flight 
vehicle data along the trajectory, as a function of time. This analysis is not only for aircraft but it 
may include all types of flight vehicles controlled by aero-surfaces, TVC, throttling engines, and 
RCS jets. The performance parameters are calculated at each trajectory point as a function of the 
trajectory data, mass properties, aerodynamic coefficients for the basic vehicle and for the control 
surfaces, hinge moment coefficients, engine data, reaction control jets (RCS), vehicle geometry, 
and the control effector combination logic matrix, which defines the control allocation among the 
effectors. That is, how the flight control system demands are converted to effector deflection 
commands and, therefore, it plays an important role in evaluating performance. The aerosurface 
and TVC engine trim angles and the throttle values are also needed in the calculation of the 
performance parameters. The effectors must, therefore, be trimmed prior to assessing the vehicle 
performance. The parameters that will be used in the evaluation of static performance are: Static 
Stability (percent), Center of Pressure, location of the Aerodynamic Center along the x-axis, time-
to-double amplitude in (sec), Short Period and Dutch-roll frequencies in (rad/sec), Cnb-dynamic, 
the control authority of the effectors to maneuver the vehicle as a system against wind 
disturbances, the lateral control departure parameter (LCDP) which affects roll controllability, 
inertial cross-coupling moments between axes generated due to fast maneuvering, hinge 
moments at the control surfaces which are needed for sizing the actuators, the bank f and sideslip 
b angles due to cross-wind which are important near landing, and also the maximum accelerations 
generated by the effectors along the control axes.  
 
The Trim program provides the capability to temporarily modify some of the input data by 
including dispersions and biases in the performance analysis process. This is for checking the 
system’s robustness and sensitivity to changes, by re-evaluating the performance parameters 
using modified values in the mass properties, trajectory variables, CG location, angles of attack and 
sideslip, aero coefficients, etc. 
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3.1 Transforming the Aero Moment Coefficients 
 
The basic aero moment coefficients CL, CM, and CN, the aerosurface coefficients, and their 
derivatives, are not necessarily calculated about the vehicle CG because the mass properties and 
the CG position usually vary during flight as the propellant is depleted. The moment coefficients 
are calculated instead with respect to a fixed point on the vehicle called the Moment Reference 
Center (MRC). The aerodynamic coefficients must, therefore, be transformed from the MRC to the 
instantaneous vehicle CG at each trajectory point, and the performance parameters are calculated 
relative to the CG. The location of the MRC (XMRC, YMRC, ZMRC) in vehicle coordinates is usually 
included in the basic aero data file. Equation 3.1 is used to transform the aero moment 
coefficients from the MRC to the vehicle CG, where lch and lsp are the reference length and span. 
The aerosurface coefficients and their derivatives are transformed similarly. 
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Equation 3.1 Aero Moment Transformation Equations from MRC to CG 

 
Figure 3.1 Visualization of the Pitch Moment Transformation from MRC to CG  
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3.2 Converting FCS Demands to Vehicle Moments and Forces 
 
Figure 3.2 shows the interconnection of the subsystems which are participating in the flight 
control loop and they determine the vehicle static performance. The vehicle subsystem receives 
the control moments and forces (Mδ) and generates responses which are compared with the flight 
control commands and generate the error signals. The flight control system calculates the 
rotational and translational acceleration demands (δFCS) as a function of errors in vehicle response. 
The flight control demands are defined in the control directions, which are a minimum of 3 
rotational accelerations (roll, pitch, and yaw) plus some optional translational accelerations along 
x, y, and z. Direct translational control should only be included if the vehicle has translational 
control requirements and the effectors capability for linear acceleration control, otherwise, they 
may degrade the control authority of the moments. 

 

Figure 3.2 Flight Control Loop Showing the Mixing Logic Matrix, the FCS, and Matrix CM 
 
We must develop equations that convert the FCS demands to moments and forces Mδ applied on 
the vehicle. This relationship requires a mixing logic matrix Kmix that connects between the flight 
control system outputs and the vehicle effectors δeff, as shown in Figure 3.2. The mixing logic 
matrix combines all the vehicle effectors together as a system and becomes an integral part of the 
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flight control system. It receives the acceleration demands δFCS, which are mainly: roll, pitch, and 
yaw rotational accelerations and may include some linear acceleration demands, and generates 
the effector deflections and throttle commands vector δeff. These are inputs to the effector system 
(CM) and consist of: gimbaling engines, throttling engines, RCS jets, and aerosurfaces. CM generates 
the moments and forces vector Mδ. The effector mixing matrix Kmix is calculated from the vehicle 
mass properties, geometry, engines and aero data which depend on the flight conditions. Its 
derivation is presented in a separate section and it is based on pseudo-inversion of the moment 
matrix. In the event of an effector failure it is the mixing logic matrix that must be changed and not 
the FCS gains. 

 

The combined matrix (CT = CM Kmix) is essential in the calculation of the performance parameters 
because its elements consist of moment and force partials per control acceleration demands. Let 
us assume that the vehicle is controlled by multiple types of effectors, such as: gimbaling engines, 
throttling engines, RCS jets, and aero surfaces. It is evident that if the vehicle has multiple control 
effectors that influence many directions the vehicle becomes more controllable and it can be 
guided in multiple directions. Launch vehicles, for example, use thrust vector control (TVC) engines 
to provide control forces and moments and sometimes in combination with engine throttling and 
RCS jets for linear acceleration control. In most aircraft the FCS controls three rotational axes using 
aileron, elevator, and rudder. Velocity along the x axis is also controlled by varying the engine 
thrust or by modulating drag using the speed-brake. The z acceleration is usually controlled 
indirectly through pitching but some aircraft have the capability to control normal acceleration 
directly and independently from pitching, by using flaps or jets. It is also possible, although not as 
frequent, to control lateral translation along the y axis independently from other axes using jets. 
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In addition to Kmix in our performance calculations we also need to derive the matrix CM in Figure 
3.2. This matrix relates the effector deflections to the combined moments and forces applied on 
the vehicle. The two matrices are then combined together to obtain the partials matrix (CT = CM 
Kmix) that relates the FCS output demands (δFCS) to the moments and forces applied to the vehicle 
(Mδ), which is important in the calculation of the performance parameters. The matrix CM is 
derived by combining the forces and moments from each individual type of effectors, as shown 
below. 

3.3 Vehicle Moments and Forces Generated by a Double-Gimbaling Engine 
 
Equation 3.2 calculates the three moments and three forces acting on the vehicle from a single 
engine (i) that is gimbaling in pitch (δy) and yaw (δz) directions relative to the trim positions (∆E, 
∆Z), see Figure 2.5. This equation is also written in matrix form at the bottom. 
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(3.2) 
 
The total moments and forces on the vehicle generated by N number of engines (N=3 in this case) 
which are gimbaling in pitch and yaw directions (δzi , δyi) can be written in the compact matrix 
form as shown in Equation 3.3 with the 6 deflection inputs combined in a single vector (3-pitch 
and 3-yaw). Where, VG2yi and VG2zi are column vectors for engine (i) obtained from Equation 3.2. 
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3.4 Vehicle Moments and Forces Generated by an Engine Gimbaling in Single Direction 
 
We can also calculate the moments and forces vector for a vehicle with TVC engines that gimbal 
only in one direction (γei). The gimbaling direction (γei) is defined by the max pitch and yaw 
deflections (δYmax , δZmax), where: ( )γ δ δei Z Y= −tan max max

1 .  

The moments and forces on the vehicle generated by an engine (i) that is gimbaling in a single 
direction (γei), and deflects at an angle (δγei) along (γei), are obtained from equation 3.4. 
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The total moments and forces on the vehicle generated by (N=3) single gimbaling engines which 
are gimbaling along some skewed direction (γei) and deflecting at an angle (δγei) can be obtained 
from equation 3.5, where VSGi are the column vectors for each engine (i) as defined in equation 3.4 
above. 
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3.5 Vehicle Moments and Forces Generated by a Throttling Engine 
 
The moment and force variations on the vehicle generated by the thrust variation of a single 
throttling engine (i) are: 
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   (3.6) 
 
Where: δThr(i) is the throttle control that varies from 0 to ±δThrMax, (where δThrMax<1),  and  
  Te(i) is the nominal engine thrust. 
 
The actual thrust of the ith engine T(i) is equal to Te(i)*( 1+δThr(i) ). The force and moment variations 
are due to the thrust variation Te(i) δThr(i). For an RCS jet the force variation equation is the same, 
except that in this case Te(i) represents the maximum jet thrust because its nominal thrust is zero. 
The moment and force variations on the vehicle generated by (N=3) throttling engines are shown 
in equation 3.7, where: δThri is the throttle control of engine (i), and VTHi are column vectors for 
engine (i) obtained from equation 3.6 above 
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       (3.7)  
 
3.6 Vehicle Moments and Forces Generated by Control Surfaces 
 
Similarly, we can calculate the moment and force variations from each aero-surface. We are 
assuming that the coefficients for each aerosurface correspond to separate rotating panels and 
they do not represent a combination of surfaces, such as an aileron, for example, which is defined 
to be the differential rotation of two aerosurfaces. An individual panel often excites multiple 
directions, and by defining the aero coefficients for each surface separately it allows us to combine 
the surfaces more efficiently by means of the surface combination logic. The control moments and 
forces on the vehicle generated by a single aero-surface panel (i) rotating at an angle (δasi) is 
shown in equation 3.8a. Equation 3.8b shows the control moments and forces in matrix form 
generated by multiple surfaces. 
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3.7 Total Vehicle Moments and Forces due to All Effectors Combined  

We will now combine the equations (3.3, 3.7, & 3.8) together and present them in a form that 
relates the total moments and forces on the vehicle due to the combined effectors consisting of: 
gimbaling engines, throttling engines (or RCS), and aerosurfaces. Equation 3.9 is an example 
showing how the moments and forces from individual effector deflections or throttles are 
combined together in a matrix equation to calculate the combined effectors moments and forces 
Mδ. The effector control inputs are lined up as a column vector on the right side, and the moment 
and force contribution vectors from each individual effector are stacked together to form the 
matrix CM. The equation is also written in compact matrix form below. 
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 (3.9) 

The vector δeff may consist of all three types of effectors. It is the product of the FCS output vector 
δFCS multiplied with the mixing logic matrix Kmix, see Figure 3.2. The FCS output vector δFCS consists 
of the acceleration demands along the control directions, which are a minimum three rotations: 
roll, pitch, and yaw, plus some optional translations along: x, y, and z axes. Translational demands 
in the FCS and in the mixing logic should only be included when the effector system has the 
control authority to perform translations along those directions without degrading the moments 
controllability.  
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By multiplying the two matrices together we obtain the demands partial matrix (CT = CM Kmix), 
shown in equation 3.10, which converts the FCS output demands δFCS to vehicle control moments 
and forces Mδ. The FCS vector δFCS consist of at least 3 rotations, plus optionally up to 3 
translations. In equation 3.10 δFCS is shown with all 6 direction demands included.  
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 (3.10) 
 
The partial matrix CT in equation 3.10 is very useful in the calculations of the performance 
parameters, as we shall see in Section 3.3, because its elements consist of moment and force 
partials per FCS demands. The diagonal elements of CT measure the effector system’s ability to 
maneuver the vehicle along the controllable directions, which are: three rotations and optionally 
up to three translations. The size of matrix CT is (6xNdof). The number of columns is equal to the 
number of controllable degrees of freedom Ndof, which is 3 rotations plus some translations. We 
exclude of course the non-controllable directions by removing the corresponding rows from the 
equation and CT becomes a diagonal matrix that is also diagonally dominant, as it should be if the 
mixing logic matrix is properly designed. For example, the (2,2) element of CT is MδQ. That is, the 
pitch moment partial per pitch FCS demand δQFCS. 
 
By introducing the demands partial matrix representation CT we are essentially replacing the 
classical Cmδelevon, Clδaileron, and Cnδrudder partials, which are the classical aircraft controls, with a 
more generic form that it is applicable to multiple types of effectors and in more than three 
directions. Instead of aileron, elevon and rudder deflections we now have the rotational 
acceleration demands (δPFCS, δQFCS, δRFCS). The x-axis translational acceleration demand is δXFCS 
instead of throttle or speed-brake command, etc. The first three inputs δPFCS, δQFCS, and δRFCS on the 
right side of equation (3.10) are the rotational FCS acceleration demands, and the last three inputs 
δXFCS, δYFCS, δZFCS are translational acceleration demands which are optional. Translation controls 
are introduced in the demands vector only when there is a requirement for direct translational 
control and controllability along those directions is available. Otherwise, translations are 
performed indirectly by means of rotational maneuvering. The individual effector deflections (or 
thrust variations) δeff become transparent in this formulation, since they are combined together by 
the mixing logic matrix towards a common purpose, which is to provide the required acceleration 
in the demanded direction. The mixing logic matrix takes care of the control distribution among 
the effectors and it must avoid saturating the controls.  
 
The most commonly used translation demands are: δXFCS and δZFCS for controlling the axial and 
normal accelerations. They are included when the flight vehicle has the necessary effectors to 
maneuver and to perform translational motion along those directions, such as: throttling 
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capability, reaction control jets, body flap, or speed brake. The y direction δYFCS is rarely controlled 
directly by the FCS. The Harrier aircraft has such a feature when hovering. 
 
3.8 Performance Parameters 
 
The following parameters are used by the Trim program to evaluate the vehicle performance in a 
static sense along a predefined trajectory. 
 
Aerodynamic Center 
 
The aerodynamic center is defined to be the point in the x-axis where the partial of pitch moment 
with respect to angle of attack is zero, that is: ( ) 0=∂α∂ mC  
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     (3.11) 

Where 𝒄𝒄� is the vehicle “reference length.” The location of the xAC with respect to the xCG 
determines the static stability of the vehicle. If the CG is ahead of the AC then the vehicle is stable 
and it has a negative Cmα. 
 
Static Margin 
 
The Static Margin is defined to be the ratio of: 
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Vehicle Length

CG AC=
−







100        (3.12) 

 
Center of Pressure 
 
The center of pressure is defined to be the point about which the pitch aerodynamic moment is 
zero. 
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      (3.13) 

   
The location of the CP with respect to the xCG determines how much surface deflection is required 
to trim the vehicle. If the CP and the CG are co-located then the vehicle can be trimmed with zero 
surface deflection. 
 
  



9-48 

Pitch Static Stability/ Time to Double Amplitude (T2) Parameter 
 
Static stability refers to the tendency of a flight vehicle under static conditions to return to its 
trimmed attitude. The transfer function in equation 3.14 is an approximate relationship (ignoring 
damping) between pitch control demand δQFCS and the vehicle angle of attack α. The coefficient 
MδQ is the pitch control moment partial per pitch demand δQFCS. It is the second diagonal element 
in the partials demands matrix CT(2,2), in equation 3.10, as we have already shown. 
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Static stability is determined by the sign of the pitch moment derivative coefficient Cmα. When Cmα 
is negative, ωP

2>0, the vehicle is statically stable and it has a short period resonance ωP (rad/sec). 
Otherwise, when Cmα is positive, ωP

2<0, the solution of the transfer function is divergent, and the 
vehicle is open-loop unstable. We typically like the vehicle to be statically stable, but not too 
stable, because when it is too stable it becomes less maneuverable and bigger aerosurfaces and 
also deflections are needed to control it. If on the other hand Cmα is a little positive (slightly 
unstable) the vehicle becomes more maneuverable and it can be trimmed and controlled with 
smaller effectors. The flight control system is usually able to tolerate a certain amount of 
instability, but not too much. The actuators must be fast enough to respond when the angle of 
attack diverges due to instability and latency. The amount of static instability in a vehicle that is 
open-loop unstable is measured by the time it takes to double its amplitude or α. The time to 
double amplitude (T2) is obtained from the equation 3.15, and as a rule of thumb it should be 
greater than 0.4 seconds, depending on the vehicle size and its actuator bandwidth. 

T P2 2= ln( ) ω         (3.15) 
 
The T2 requirement on an unstable flight vehicle depends on its size and the capability of its 
actuators, in terms of: bandwidth, delay, maximum deflections, rate, and acceleration 
characteristics. Obviously, the T2 requirement must be greater than the time it takes for its 
effectors to travel from trim to maximum deflection, plus some extra time margin to account for 
any latency in the system, such as computational delay. When the vehicle is statically stable, on 
the other hand, and Cmα is negative, static-stability is measured by the frequency of the short-
period resonance ωP. A useful parameter for analyzing the pitch static stability or instability of a 
flight vehicle along the trajectory is to plot the inverse of T2 as a function of time when the vehicle 
is unstable and the frequency of the short period resonance with a negative sign, (-ωP) in (rad/sec) 
in the regions where it is stable, see Figure 3.3. This makes it easy to differentiate between stable 
and unstable regions along the trajectory without plotting T2 which diverges to infinity when static 
stability fluctuates between stable and unstable regions. In fact, for a vehicle that is marginally 
stable, as it should be ideally, the "T2-inverse/ Short-Period" stability parameter is close to zero, 
either a little positive or a little negative. 
 
  



9-49 

 
Figure 3.3 Example of: Pitch Stability/ T2-Inverse Parameter versus Time Showing the Stable and Unstable 
Regions 
 
The vehicle is more maneuverable when the T2-inverse parameter is a little positive, slightly 
unstable, and typically it should not exceed 2.5 sec-1. When the parameter is negative the vehicle 
is stable, and as a rule of thumb the short period frequency ωP should not exceed 5 (rad/sec), 
otherwise, it becomes difficult to maneuver and requires bigger effectors and a wider control 
bandwidth. In Figure 3.3 we have a stability parameter that is transitioning between unstable and 
stable regions. When unstable, it has a maximum time to double amplitude T2= 0.5 seconds, and 
when it is stable, the largest short-period resonance is 3.5 radians per second near the end of the 
trajectory. The static stability parameter does not exceed the upper and lower limits throughout 
the trajectory, and therefore, the vehicle stability is acceptable. 
 
Directional Stability (Cnβ_dynamic) 
 
Static stability in the lateral directions is measured by the Cnβ_dynamic parameter which is used 
for predicting directional stability at high angles of attack. In general, the vehicle will be 
directionally stable when the parameter Cnβ-dynamic is greater than zero. Otherwise, it may 
experience yaw departure and Dutch-Roll mode instability. Aircraft with Cnβ_dynamic greater than 
0.004 deg-1 have very little tendency for yaw departure.  
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Increasing the wing dihedral improves yaw departure. Too much dihedral, however, makes the 
vehicle sensitive to gusts and to lateral control inputs, see the Lifting-Body aircraft example. When 
the aircraft is directionally stable, the roll/ yaw frequency ωD otherwise also known as “Dutch-Roll” 
mode is obtained from the following equation: 
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Lateral Time to Double Amplitude/ Stability Parameter (T2) 
 
When the lateral directions are unstable (which happens when Cnβ_dynamic<0), the time to 
double sideslip β amplitude should typically be greater than 0.5 second. The time to double 
amplitude in the lateral direction is defined by an equation similar to the pitch T2. Notice that the 
square of Dutch-Roll frequency is negative when unstable. 

T D2 2= ln( ) ω          (3.18) 
 
The lateral stability parameter is evaluated similar to the pitch stability, by plotting the T2-inverse 
when the vehicle is directionally unstable. Otherwise, when the vehicle is directionally stable we 
plot the Dutch-Roll frequency with a negative sign (-ωD). When the lateral stability parameter is 
positive (unstable), the T2-inverse should not exceed 2 sec-1, and when the vehicle is stable, ωD 
should not exceed 5 (rad/sec). 
 
Control Authority of Effectors 

Our next objective is to examine the efficiency of the control effectors in maneuvering the vehicle 
in various directions. The demands vector δFCS comes from the flight control system and consists of 
acceleration commands in 3 to 6 directions. The effectors are operating as a system and their 
authority in the control directions is evaluated by their ability to maneuver the vehicle in the 
commanded directions and to achieve the expected accelerations without saturating the effectors. 
The control distribution among the effectors is accomplished by the mixing logic matrix which 
optimizes the control efficiency. It attempts to provide the expected accelerations in the 
commanded directions while minimizing their activity and also reducing the cross-coupling 
interaction between the control directions. An acceleration demand from the flight control system 
will in general activate multiple effectors. Each effector has its saturation limit and for the 
maneuver to be executed efficiently, none of the effector deflections or throttles should reach 
their limits. The control authority of the effector system can be measured by the maximum angles 
of attack ±αmax and sideslip ±bmax dispersions from trim (α0, b0) that can be achieved due to 
maneuvering, or tolerated due to cross-winds, before saturating at least one of the effectors. It is 
also evaluated by the maximum accelerations that can be achieved along the control directions 
when the FCS demands are maximized.  

We must now derive equations that impose saturation limits on the acceleration demands. So far 
we have not discussed about any hard limits in the flight control demands δFCS. We know that the 
acceleration demand is a software input to the mixing logic and the mixing logic generates 
deflection and throttle commands to the effectors that have physical limits. So we need a 
relationship that translates the effector δeff physical limits back to demands δFCS software limits. 
The question is: what is the maximum FCS demand δFCSmax that the mixing logic matrix can accept 
along the 3 to 6 controlled directions before it saturates at least one of the vehicle effectors?  
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Figure 3.4 Pitch Effector Deflection is δQ FCSMax from trim in order to Balance the Moment produced due to an 
Increase in the Angle of Attack αmax from trim α0 

  
The mixing logic matrix Kmix plays an important role in control authority calculation because ideally 
it should be distributing the control authority evenly among the effectors, so they should all be 
reaching to their saturation limits simultaneously when the acceleration demand begins to exceed 
the capability of the effector system. The control distribution should be allocated optimally 
according to the capability of each individual effector, and thus preventing the weaker guy from 
saturating when others have additional capability. The size of the effector mixing matrix is (Neff x 
Ndof), where Neff is the number of effectors, and Ndof is the number of controllable degrees of 
freedom. Now let us try to place some limits on the FCS demands. The mixing logic matrix 
equation that calculates the effector deflections from the demands can be normalized by dividing 
each row with the maximum deflection δimax of the corresponding effector, as shown in equation 
3.19, which now relates the demands δFCS to the normalized effector deflections (δi/δimax). The 
magnitudes of the normalized effector deflection outputs on the left side must never exceed one, 
in order to prevent the effectors from reaching their hard limits. Note that δimax represents the 
maximum effector deflection from trim to saturation due to positive FCS demand which is not 
necessarily a positive effector deflection. It may be a negative deflection resulting from positive 
FCS demand. 
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Each of the column vectors: {UP, UQ, UR, UX, UY, UZ} in the normalized mixing-logic matrix equation 
3.19, determines the normalized deflections of the effectors vector resulting from 1 unit of FCS 
acceleration demand in one of the corresponding directions {δPFCS, δQFCS, δRFCS, δXFCS, δYFCS, δZFCS}. 
Let us assume that the elements with the largest magnitude in each of these normalized vectors 
are: (UPmax, UQmax, URmax, UXmax, UYmax, UZmax) respectively. They determine which effector (i) 
produces the largest deflection from one unit of FCS demand in the corresponding direction: δPFCS, 
δQFCS, δRFCS, δXFCS, δYFCS, or δZFCS. In pitch, for example, the deflection δi of the most active effector 
(i) due to a pitch demand δQFCS is 

δ δ δi Q iMax QFCSU= max          (3.20) 

Let us assume that the most active effector (i) produces the largest normalized deflection 
magnitude (δi/δiMax) coming from a pitch demand δQFCS. The element in vector UQ that corresponds 
to the largest deflection is UQmax. From equation 3.20 we conclude that the most active effector in 
pitch reaches its limit when the FCS command δQFCS is maximized at: 

δ+ =QFCS MAX
Q MaxU
1

        (3.21) 

Now that we have calculated the maximum control demand let us calculate the maximum steady-
state alpha dispersion that the FCS can achieve. Let us consider the transfer function in equation 
3.14 which is an approximate relationship between the pitch FCS control demand δQFCS and the 
vehicle angle of attack response α. When the aircraft is statically stable the parameter Mα is 
negative which implies that ωp

2 is positive. The partial derivative MδQ represents the pitch moment 
on the vehicle due to a pitch FCS demand δQFCS and it is defined in equation 3.10. The vehicle 
control authority can be measured by the amount of steady alpha variation from trim α+max that 
can be achieved (or tolerated) when the pitch control demand is maximized at δ+QFCS Max. This 
occurs when the most active effector reaches its limit, i.e. (δi =δiMax), due to maximizing the pitch 
demand, as shown in equation 3.23, where UQMax is the largest element in the column vector UQ. 

α
ω

δδ δ

α
+ += = −mαx

M I M
U M

Q YY

p
QFCS

Q

QMαx
MAX2     (3.23) 
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Biased Effectors 
 
In equation 3.19 we initially assumed that the effectors are centered, and the maximum peak 
deflections δimax between trim position and the upper or the lower limits are the same, either due 
to a positive or a negative FCS demand δFCS. In reality, however, the trim position of the effectors 
are not centered, and some effectors may be biased either in the positive or the negative direction 
and the peak displacements from trim δimax due to a positive demand δ+FCSMax may be different 
than the peak displacement δimin from trim in the opposite direction due to a negative demand 
δ−FCSMax. If we assume that the normalized mixing-logic matrix equation 3.19 is written for positive 
FCS demands δ+FCSMax, we can rewrite the normalized matrix equation for negative acceleration 
demands δ−FCSMax, as follows: 
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    (3.19b) 

Where: δimin in this case are the peak deflections of the effectors in the opposite direction due to a 
negative demand δ−FCSMax, that is, between the trim position and the opposite saturation limit. This 
δimin is not necessarily a negative effector deflection and not the same magnitude as δimax but it is 
in the opposite direction to the deflection resulting from a positive FCS demand δ+FCSMax. The 
column vectors in equation (3.19b) are now normalized differently {U'P, U'Q, U'R, U'X, U'Y, U'Z} 
because their corresponding rows are divided by δimin instead of δimax. The largest element of each 
of these normalized vectors: (UPmin, UQmin, URmin, UXmin, UYmin, UZmin) are different from those 
obtained using positive demands: (UPmax, UQmax, URmax, UXmax, UYmax, UZmax).  

Based on this result we can calculate the peak FCS demand in the negative direction, and also the 
maximum alpha dispersion in the opposite direction from trim, as a result of this maximum 
negative pitch demand δ−FCSMax, see equation 3.23b. 

α

δαδ
MU

M
U MinQ

Q

MinQ
QFCSMAX

−== −− mαx;1
     (3.23b) 

Control to Disturbance Partials (Mα/Mδ) 
 
A flight vehicle must be designed to be able to counteract a certain amount of wind-shear, gusts 
and other disturbances by using its controls. The aerodynamic environment is typically 
characterized in terms of α and b disturbances which are introduced in simulations as gusts and 
wind-shear. The gusts are short period disturbances applied in the dynamic model for analyzing 
the dynamic behavior of the flight vehicle. In static analysis the aero disturbance is defined as a 
steady wind-shear. A wind-shear causes steady-state variations in the angles of attack and sideslip. 
This α and b variation generates additional forces and moments applied to the aircraft which must 
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be counteracted by further deflections of the control surfaces or engines. The ratio of the 
disturbance moment per alpha divided by the control moment per control deflection (Mα/Mδ) is a 
parameter that is typically used for assessing controllability and in general this parameter should 
be less than one. This controllability parameter, however, does not take into account the 
maximum values of both parameters: the angle of attack (or sideslip in the lateral case) and the 
maximum control authority of the FCS, and we shall derive better criteria. 

Note, when the vehicle is statically unstable, that is CG is behind the CP, the smallest control 
system bandwidth for achieving a minimum of 6 dB gain margin occurs when the attitude 
feedback gain is  𝐾𝐾𝑃𝑃 = 2𝑀𝑀𝛼𝛼 𝑀𝑀𝛿𝛿𝛿𝛿⁄ , assuming a PD type controller 𝛿𝛿𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄 = −𝐾𝐾𝑝𝑝𝜃𝜃 − 𝐾𝐾𝑟𝑟𝜃̇𝜃. With this 

controller gain the control system bandwidth is 𝜔𝜔𝑏𝑏 = �𝑀𝑀𝛼𝛼 𝐼𝐼𝑌𝑌𝑌𝑌⁄ . Increasing the attitude feedback 
gain Kp and bandwidth further improves rigid-body stability margin and also the system 
performance to attitude commands. However, you cannot increase it too much without exciting 
structure flexibility. In general there should be a separation factor of 10, between the control 
system bandwidth and the first structural mode.  

Pitch Control Authority against an Angle of Attack Variation: αmax 

We will now define a parameter for measuring the control authority of the effectors system in 
different directions. Consider the controllability in the pitch axis. An aircraft should have sufficient 
control authority to be able to tolerate a certain amount of α variation, let's say αmax= ±5⁰, without 
affecting its attitude and flight path and without saturating the pitch control, which is limited to 
δ±Qmax. The authority of the pitch control system can be defined by the amount of pitch moment 
produced towards maximizing the angle of attack variation from trim against the total pitch 
control availability. For an acceptable pitch controllability we should expect the pitching moment 
produced when the pitch demand is maximized to δ+QMax from trim condition, to be considerably 
greater (at least twice as big) than the moment produced due to the dispersion αmax from trim. 

maxmax 2 aδ aδ mQQm CC >  

 
We introduce a factor of 2 to allow some control authority for maneuvering and responding to 
gust disturbances. If we take into consideration that the max control demand is: QMaxQ U1max =δ  
the pitch control authority criterion becomes: 

5.0: maxmax <=










+ Qm

Qm

QMax

Q

C
UC

EffortControlPitch
FCS

FCS

δ

a a
δ

δ
   (3.24) 

In other words, the control authority is defined by the amount of effort used by the effectors, 
which is the ratio of the pitch control used against the dispersion αmax divided by the maximum 
pitch control capability and it should be less than 1. In fact less than 0.5 is better for margin. 

When the vehicle has multiple control effectors that can provide translational control in the x and 
z directions we may extend the control authority criterion along those directions. Let's say that the 
effectors system can provide control in the x and z directions and we would like the vehicle to 
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have the control authority to counteract disturbance forces due to αmax variations in those 
directions. This may obviously require the use of throttle control, RCS jets, or a speed-brake in the 
x direction to provide forces along those directions and to regulate speed in the presence of winds. 
The control authority definition in equation 3.24 can be extended to translational control for 
assessing the amount of effort it takes to control the vehicle against αmax dispersions from trim in 
the x and z directions. 
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  (3.24b) 

The coefficients: 𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚, 𝐶𝐶𝑍𝑍𝑍𝑍𝑍𝑍 and 𝐶𝐶𝑋𝑋𝑋𝑋𝑋𝑋 are non-dimensional moment and force partials per FCS 
acceleration demands in pitch, z and x directions respectively. They are obtained from the 
demands partial matrix CT in equation 3.10. They include contributions not only from aerosurfaces 
but from all vehicle effectors which are combined together by the mixing matrix. The parameters 
UQMax, UZMax, and UXMax, are the biggest elements of the column vectors UQ , UZ and UX in the 
normalized mixing matrix, equation 3.19. 

When the dispersion is in the opposite direction -αmax the control authorities are determined by 
the control availability in the opposite direction {UQmin, UXmin, UZmin} which may be different than 
+αmax. 
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Pitch Control Authority against Velocity Variation: vmax 

Similarly, the control authority of the effectors system can be evaluated by its capability to react 
against maximum velocity variations ±vmax from trim airspeed V0. When the vehicle has an axial 
force control capability by means of thrust variation, RCS jets, or speed-brake, the axial force 
produced due to maximum axial control δXMax should be at least twice as big as the axial force 
generated by the expected variation in velocity ±vmax. Also, the pitch moment produced due to 
maximum pitch control δQMax should be at least twice as big as the pitch moment generated by the 
velocity variation ±vmax. 
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The control authority against airspeed variation in the pitch axis is defined to be the ratio of the 
pitch control used against vmax divided by the maximum available pitch control, and it should be 
less than 0.5 including margin. Similarly, if the vehicle has throttle control or a speed-brake, the 
control authority against vmax dispersions in the x axis is defined to be the ratio of the axial force 
necessary against vmax divided by the maximum available axial control capability, and it should be 
less than 0.5. The control authority criterion against vmax can also be extended in the z direction, 
assuming of course, that the effectors system is able to control the z axis. 
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When the airspeed variation is in the opposite direction -vmax the control authorities are affected 
by the control availabilities in the opposite directions {UQmin, UXmin, UZmin}. 
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The partials of the aerodynamic pitch moment and the X and Z forces per velocity variations are 
defined as a function of aerodynamic coefficients. 
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Lateral Control Authority against Angle of Sideslip Dispersions: βmax 

An important requirement for the lateral effector design is to have sufficient control authority to 
execute a steady sideslip maneuver during turning or to be able to react against cross-winds near 
landing. When an aircraft is near landing with cross-wind, the side-force creates a sideslip angle, 
and the aircraft has to bank towards the wind in order to balance the side-force. For an aircraft to 
maintain a steady angle of sideslip β, the net side-force and also the rolling and yawing moments 
must be equal to zero. In order for the aircraft to maintain a constant sideslip, both: roll and yaw 
FCS controls δPFCS and δRFCS are used. The designer must evaluate if the effector deflections due to 
the roll and yaw FCS demands are within range and if the vehicle bank angle (f) is acceptable, 
especially near landing. From the roll and yaw moment balance equations the amount of roll and 
yaw FCS control required to achieve a constant angle of sideslip βss are obtained from equations 
3.25. 
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The partial derivatives NδR and LδR are the vehicle yaw and roll moments per yaw flight control 
acceleration demand δRFCS. Similarly, the partial derivatives NδP and LδP are the vehicle yaw and roll 
moments per roll demand δPFCS. They are obtained directly from the demands partial matrix CT in 
equation 3.10. The roll and yaw control authority is measured by the magnitude of steady state 
angle of sideslip βmax produced when the effector is at full deflection or by the amount of β 
dispersion they can tolerate. They should be able to handle at least 5 degrees of steady sideslip 
βmax. After dividing the equations 3.25 with the maximum roll and yaw FCS demands, δPMax and 
δRMax, we obtain equations 3.26 that express the roll and yaw control authority as follows. 
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The control effort ratios (δPFCS /δPMax) and (δRFCS/δRMax) required to trim the roll and yaw moments 
against βmax should obviously be less than 1. In fact, they should be less than 0.5 to allow some 
margin for dynamic control. Similarly, when the vehicle has control authority such as RCS jets to 
accelerate in the y direction and to counteract b disturbances due to winds, we can extend the 
control authority definition in the y direction as follows: 
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Where: UPmax, URmax and UYmax are the largest elements in the column vectors UP, UR and UY in the 
normalized mixing logic equation 3.19. When the dispersion is in the opposite direction -bmax the 
control authorities are affected by the availabilities in the opposite direction: UPmin, URmin, UYmin. 
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Lateral Control Authority against Velocity Variations: ±vmax 

Similarly, when the vehicle is flying with a steady sideslip b0 due to YCG offset or thrust mismatch, 
the roll and yaw control deflections from trim produced by a constant airspeed variation vss 
relative to V0 are: 
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The control authority of the roll and yaw effectors system against maximum velocity variations 
±vmax from trim airspeed V0 can be evaluated by control effort ratios (δPFCS /δPMax) and (δRFCS/δRMax) 
required to trim the roll and yaw moments against vmax and naturally it should be less than 0.5. 
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When the vehicle has side-force control capability by means of RCS thrust variation, in order to 
maintain steady lateral flight, the side-force produced due to maximum axial control δYmax should 
be at least twice as big as the side-force generated by the expected variation in velocity ±vmax.  
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The controllability must also be analyzed when the airspeed variation along V0 is in the opposite 
direction -vmax. The control authorities are determined by the effector availabilities in the opposite 
directions: {UPmin, URmin, UYmin}. 
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Where the partials of the lateral aerodynamic coefficients per velocity variations are: 
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Normal and Lateral Loads 
 
The normal and lateral load parameters (Qα and Qb) are used for analyzing the flight vehicle 
capability to endure structural loads produced by the angles of attack and sideslip. These loads 
increase during periods of high dynamic pressure and for this reason some vehicles have a load-
relief system that reduces the angles of attack and sideslip by steering the vehicle towards the 
airflow and sometimes contrary to guidance commands. The flight vehicle normal and lateral loads 
are measured by the product of dynamic pressure and alpha or beta and they should be limited to 
between 3,000 and 4,000 (lb-deg/ft2) or (PSF-deg). 
 
𝑄𝑄_𝑎𝑎𝑎𝑎𝑎𝑎ℎ𝑎𝑎 = 𝑄𝑄�𝛼𝛼 ;   𝑄𝑄_𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 = 𝑄𝑄�𝛽𝛽  
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Bank Angle and Side-Force during a Steady Sideslip 

Another set of parameters which are important to calculate when the aircraft is under constant 
sideslip, is the side-force and the bank angle. This is particularly important near landing. The 
aerodynamic side-force due to a steady cross-wind from the starboard side is balanced with a 
gravity component by banking the aircraft at a small angle φ towards the wind, in order to 
maintain a zero force along the body y-axis, as shown in the Figure below. After solving equations 
3.25 for the roll and yaw controls δPFCS and δRFCS which are needed for maintaining a steady 
sideslip, let's say βss= 5 (deg), from equation 3.27 we calculate the aerodynamic side-force and 
then the bank angle φ required to balance it.  

Typically, near landing the bank angle φ should be less than 5 degrees. In level flight and near 
landing the normal acceleration Az is approximately 1-g. The partials FYδR and FYδP are the forces 
along the y axis per yaw and roll FCS demands and they are calculated from the partials demands 
matrix CT in equation 3.10. In general, it is sufficient to demonstrate that no more than 75% of the 
roll and yaw control authority be devoted to maintaining a steady sideslip. Typically the bank angle 
due to cross-wind should not exceed 5° during landing. 

 

Side Force QS C F F

Bank Angle Side Force
M A

ref Y ss Y R R Y P P
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   (3.27) 
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Engine-Out or YCG Offset Situations 
 
The lateral control authority analysis can be extended to include asymmetric situations caused due 
to uneven aerodynamic forces, thrust mismatch due to engine or actuator failures, and Ycg offset 
as a result of an unbalanced payload. The roll and yaw effectors must have sufficient control 
authority to counteract the forces and moments generated due to the absence of lateral 
symmetry. This requirement is more demanding when operating at very low speeds. To maintain 
steady straight flight, the roll and yaw effectors must be able to offset the asymmetric moments 
and forces or an asymmetric CG, and to produce zero side-force and zero rolling and yawing 
moments. The following three equations must be solved simultaneously.  
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   (3.27a) 

 
Where: ∆𝐹𝐹𝑌𝑌, is the sideforce, and ∆𝐿𝐿 and ∆𝑁𝑁, are the roll and yaw moments generated due to the 
thrust mismatch and the Ycg offset. The Ycg offset will only produce moments and no side-force. 
When the vehicle is trimmed and Trδ is the vector consisting of the controls, then equation 3.27a 
becomes. 
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     (3.27b) 

 
 
Lateral Control Departure Parameter (LCDP) 
 
At high angles of attack the effectiveness of the control surfaces in roll is sometimes reduced or 
lost, plus at high alpha the roll effectors may produce significant adverse yaw that may lead to 
"Roll-Reversal". As a result, the aircraft rolls in the direction opposite to the roll command. The 
LCDP ratio is a good indicator of the roll axis dynamic controllability and it is defined in equation 
3.28, which is the ratio of the lateral departure parameter (ω0

2) divided by the Dutch-roll 
frequency (ωD

2). This parameter is a good indicator of roll dynamic controllability and the flight 
vehicle susceptibility to departure during high angle of attack operation. It is usually positive, but it 
changes sign as a function of flight conditions and mainly the angle of attack. When it is different 
from one it indicates that there is dynamic coupling between the roll and yaw axes. Values greater 
than one, are good for yaw control, but when they are too high, it has a tendency to induce beta 
oscillations. When the LCDP ratio is near zero the aircraft response to roll commands is sluggish. 
When it becomes negative it causes reversal in the roll (aileron) control which can be disastrous if 
unaccounted. The flight control system should, therefore, be able to detect this situation and take 
an appropriate action when it happens. 
 



9-62 

LCDP Ratio
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For a re-entry vehicle, such as the Space Shuttle, entering the atmosphere at high angles of attack 
there are periods where directional stability is poor because the vertical stabilizer is ineffective 
since the wake from the wings is preventing it from operating in a clean air flow. During this period 
the rudder flight control gain is phased-out and the aileron is used for roll and directional control 
and often in combination with yaw RCS jets. The vehicle must, therefore, have an acceptable LCDP 
ratio in order to be stabilizable with the ailerons. When the angle of attack is reduced the rudder 
becomes more effective to provide directional stability and the gain in the rudder control loop is 
increased accordingly. At high angles of attack the LCDP ratio may be negative which implies that 
the roll gain must be reversed. This is not a problem, however, as long as the LCDP is not too close 
to zero which implies uncertain and sluggish roll controllability. As the angle of attack decreases 
further there is a period during which the LCDP ratio is transitioning from negative to positive, and 
its magnitude becomes very small before it changes sign to positive. During this period the aileron 
is ineffective and unreliable for lateral control. The yaw control may also be insufficient, and the 
vehicle has to rely fully on the RCS jets.  
 
The transfer function in equation 3.29 approximates the roll acceleration due to a roll FCS 
command. The coefficients Nβ and Lβ represent the vehicle yaw and roll moment partials per 
sideslip angle sideslip β. The partials Nδp and Lδp represent the yaw and roll vehicle moments due 
to variations in roll flight control demand δPFCS, and they are obtained from the partials demands 
matrix CT. Notice that the Dutch-Roll frequency (ωD

2) is only a function of the vehicle aerodynamics 
and inertias, but (ω0

2) also depends on the effector partials. This makes the LCDP ratio to depend 
on the effector characteristics, and also on the mixing logic matrix, which is software. 
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Notice that the roll transfer function equation 3.29 has two terms: a gain term that includes the 
roll effector partial Lδp, and a dynamic term consisting of pairs of poles and zeros. The dynamic 
term in parenthesis is a function of the aerodynamic moments. It introduces an oscillatory or 
divergent transient in the transfer function response. When the aerodynamics is weak the vehicle 
must be controlled with TVC or RCS jets, and the dynamic term in the parenthesis becomes small 
in comparison with the gain term, and in this case the transfer function simplifies to a gain. 

 ( )
( )

p s
s

L
IP

p

XXFCS
δ

δ=  

 
The LCDP to Dutch-roll frequency ratio is important for analyzing the condition when the Lδp partial 
is weak, and the dynamic term in parenthesis dominates the transfer function in comparison with 
the gain term. In this case you would like to have directional stability (ωD

2 >0), and the LCDP ratio 
sufficiently far away from zero, otherwise it will not respond to roll commands. Pole and Zero 
cancellations occur when LCDP=1. In this situation the vehicle response to a roll command 
becomes ideal, producing a perfectly coordinated turn with zero sideslip angle β. An acceptable 
range for the LCDP magnitude is: 15> ∣LCDP∣ >0.2. This range provides a satisfactory compromise 
between performance and robustness against aerodynamic uncertainties. Negative LCDP ratios 
are also acceptable as long as they are not near zero. They cause, however, reversal in roll control 
gain because it changes the sign of the transfer function 3.29 and the roll control system must be 
able to predict the reversal in order to compensate it.  
 
When the magnitude of the LCDP ratio becomes small or negative at high angles of attack, the 
mixing matrix can be adjusted to include contributions from the yaw effectors. This may improve 
the value of the LCDP at high alphas, sometimes at the expense of control authority. The weakness 
in the LCDP ratio, however, can always be improved through the use of propulsion that will 
strengthen the Lδp gain in the transfer-function. In order for the roll control loop to be reliable and 
robust against instability due to aerodynamic uncertainties, the magnitude of the LCDP ratio 
should be sufficiently greater than zero (either positive or negative), especially, during periods of 
poor yaw controllability. Reaction control jets are often required to control the vehicle in roll and 
yaw during LCDP transitioning. It is not sufficient to control only the roll axis, but both roll and yaw 
are commanded because the vehicle is maneuvering about the velocity vector at high angles of 
attack. This type of maneuvering minimizes sideslip and lateral loads. During the transitioning 
period the RCS torques must be properly sized in order to be able to overcome the uncertain 
aerodynamic moments and should be able to provide at least 1.5 (deg/sec2) angular acceleration 
in roll and yaw. 
 
Figure 3.3 is a plot of (ω0

2) in the vertical axis, against (ωD
2) in the horizontal axis. It shows the 

acceptable regions of the LCDP ratio. At high angles of attack a Shuttle type of reentry vehicle 
operates in the regions of negative (ω0

2), where the roll control gain is reversed. As the angle of 
attack decreases the operation shifts in the positive (ω0

2) region. The aileron and in general roll 
control is unreliable when the LCDP ratio is small and near the horizontal shaded region of Figure 
3.3.  It should not be very large either because it causes large sideslip transients. The region where 
(ωD

2<0) is statically unstable and unreliable when operating very close to the vertical axis. It is not 
recommended to operate there without powerful RCS. 
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Figure (3.3) Plot of (ω0

2) versus (ωD
2), Showing the Acceptable Regions of the LCDP Ratio  

 
The dashed line shows the ideal value of the LCDP ratio, which is 1. It produces a perfectly 
coordinated turn in response to a roll command with zero angle of sideslip β, and it happens when 
the following equation 3.30 is satisfied. 
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=          (3.30) 

In general, it is desirable to have the value of LCDP ratio as close to 1.0 as possible and to avoid 
sign reversals but this is impossible to achieve in most cases because the vehicle parameters 
change significantly with flight conditions. With RCS, however, it is possible to operate in the 
marginally stable and the somewhat unstable regions and also in the region where the LCDP ratio 
is small. An acceptable range of positive LCDP ratio is: 15> ∣LCDP∣ >0.2. This range of values 
provides sufficient performance and robustness against aerodynamic uncertainties.  
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Examples Showing the Effects of LCDP Sign Reversal on Stability  

The effects of the LCDP and Cnb-dynamic variations on lateral stability and on the control 
feedback gains are better illustrated with an example. Let us consider a lateral vehicle model that 
is controlled by aileron and rudder inputs and its states consisting of: roll and yaw rates (p, r), roll 
attitude (f), plus angle of sideslip (b). This system is controlled by a (2x4) state-feedback matrix 
(KSpr1) and the roll angle is controlled by a command (fcmd). This system is open-loop statically 
stable with a Dutch-roll resonance of 2 (rad/sec), Cnb-dynamic>0, and it has a negative LCDP ratio, 

=22
0 Dωω -0.334. It corresponds to the region in Figure (3.3) where (ω0

2<0; reverse roll) and 

(ωD
2>0; statically stable). This system is shown in Figure (3.3.1) responding to a fcmd=1 (rad). The 

state-feedback matrix is also included in the figure. 

A parameter of this system was modified which causes the LCDP to change sign. Figure (3.3.2) is 
almost an identical system with a different Cn_δailer. The yawing moment due to aileron was 
changed from negative to positive value. The system is still stable with the same Dutch-roll 
resonance but the LCDP ratio is now +0.302, almost the opposite of the previous system. It 
corresponds to the region in Figure (3.3) where (ω0

2>0) and (ωD
2>0; statically stable). This system 

is no longer stabilizable with the previous state-feedback matrix and a new feedback (KSpr2) was 
designed in order to stabilize it and respond to a fcmd=1 (rad) with a similar performance. Notice 
how the signs of most of the elements in this new state-feedback matrix are reversed.  

This example, therefore, demonstrates that an unexpected reversal in the LCDP sign can have 
destabilizing effect on the vehicle, even though the vehicle was identically stable in both cases. 
The exact time of sign reversal in the parameter is not known due to the uncertainties in the aero-
dynamics so there is a transitioning period where we cannot rely on the aileron for control. A 
solution when the LCDP ratio is small and it transitions between positive and negative is to 
introduce some rudder control in roll which can increase the magnitude of the LCDP, either 
positive or negative, but not less than 0.02. An even better solution is to use RCS jets for roll 
control during this type of transitioning period. 
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Figure 3.3.1 Closed-Loop System with Negative LCDP Ratio and Cnb Dynamic>0 
 

 

Figure 3.3.2 Closed-Loop System with Positive LCDP Ratio and Cnb-Dynamic>0 
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LCDP ratio reversal can also be caused by a change in the sign of Cnb-dynamic. This is when the 
vehicle transitions let's say from a statically stable to a statically unstable region where Cnb-
dynamic<0. This corresponds to the statically unstable region in Figure (3.3) where (ωD

2<0). This 
change in sign also requires a change in the state-feedback control law in order to avoid a lateral 
instability, as shown in Figure (3.3.3). In this example, which is similar to Figure (3.3.1), the sign of 
Cnb-dynamic was changed to negative by a modification in the aero coefficients Cnb and Clb. The 
new state-feedback control law (KSpr3) that stabilizes the modified system and enables it to 
respond to a fcmd=1 (rad) is also significantly different from the original state-feedback matrix 
(KSpr1). Notice how some of the rudder gains are now reversed. Notice also how the (f) response 
is not monotonic as in the previous two cases but it first responds towards the opposite direction 
and then it reverses. This is also an unreliable situation and one cannot rely on the aero-surfaces 
for lateral control during this type of transitioning period and, therefore, RCS is the only reliable 
solution during periods of uncertainty in the LCDP. 

 

Figure 3.3.3 Closed-Loop System with Positive LCDP Ratio and Cnb-Dynamic<0 (unstable) 
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Effector Capability to Provide Rotational and Translational Accelerations 
 
The capability of the control effectors system to provide rotational acceleration in roll, pitch and 
yaw is also measured in terms of the largest rotational accelerations that can be attained in the 
corresponding direction without saturating any effectors. From the moment equations we can 
calculate the following accelerations, as a function of the rotational acceleration demands from 
the FCS: δPFCS, δQFCS, δRFCS. 
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The rotational accelerations in roll, pitch, or yaw are maximized when the demands in the 
corresponding directions are also maximized, and this happens when the deflection of the most 
active effector (i) reaches saturation limit δiMax. By substituting equation 3.21 for the maximum 
pitch demand we obtain the maximum pitch acceleration in (rad/sec2) from equation 3.33, 
similarly we can obtain the maximum accelerations in roll and yaw. 
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   (3.33) 
 
Where: UQmax is the element that has the largest magnitude in the column vector UQ in the 
normalized Mixing Logic matrix equation 3.19 that corresponds to the pitch demand δQFCS. The 
dimension of UQ is equal to the number of control effectors, similarly for UPmax and URmax. 
 
Similarly, the capability of the effectors system to perform translations along the x, y, and z body 
axes can be measured in terms of the largest translational accelerations that can be produced 
along those directions, before the effectors reach saturation limits. The acceleration along a linear 
direction is maximized when the deflection of the most active effector (i) reaches saturation limit 
δiMax. The maximum linear accelerations in (feet/sec2) along x, y, and z are: 
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   (3.34) 
 
Where: UXmax is the element that has the largest magnitude in the column vector (UX) in the 
normalized mixing logic matrix equation 3.19 that corresponds to the axial acceleration FCS 
demand δXFCS, similarly for UYmax and UZmax . 
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Steady Pull-Up Maneuverability 

Another important parameter which is applicable 
mainly to aircraft is the amount of pitch FCS 
command and the angle of attack required to 
hold the vehicle in a steady pull‐up maneuver 
with a load factor nz. When the vehicle performs 
a circular pull‐up maneuver at constant speed V, 
see Figure 3.4, at the point where the flight path 
tangent is horizontal, the normal force is 
vertically upward, and the increment in Lift, 
which is ∆L=L‐W= (nz‐1)W. The normal 
acceleration, therefore, is (nz‐1)g, and the vehicle 
angular pitch rate is: 
 

𝑞𝑞 = (nz−1)g
V

     (3.35) 
 
The increment in lift above what is required for 
1g level flight is Δ𝐿𝐿 = (𝑛𝑛𝑧𝑧 − 1)𝑊𝑊  or in coefficient 
form it is: 

Δ𝐶𝐶𝐿𝐿 = ΔL 
q�S

= (nz−1)W 
q�S

   (3.36) 

  
The increment in lift and moment {∆𝐶𝐶𝐿𝐿 & ∆𝐶𝐶𝑚𝑚} during the pull-up maneuver generated by 
increments in pitch demand and in angle of attack from level trim, are reduced to two equations 
with two unknowns: change in angle of attack (∆α), and change in pitch control (∆δQFCS). 
 
Δ𝐶𝐶𝐿𝐿 = CLαΔα + CLqq� + CLδQΔδQFCS  

Δ𝐶𝐶𝑚𝑚 = CmαΔα + Cmqq� + CmδQΔδQFCS = 0  ; Where: 𝑞𝑞� = (nz−1)c�g
2V2

   (3.37) 
 
This is reduced to two equations with two unknowns: change in alpha (∆α) and change in pitch 
control (∆δQFCS) that must be solved to obtain the required load factor nz. 
 

CLαΔ𝛼𝛼 + CLδQΔδQFCS = (nz − 1) �W
q�S
− CLq

gc�
2V2

�  

CmαΔ𝛼𝛼 + CmδQΔδQFCS = −(nz − 1)Cmq
gc�
2V2

     (3.38) 
 
  

Figure 3.4 Steady Pull-Up Maneuver 
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Notice that if the required load factor is one, which is equivalent to a steady level flight, the right 
side of the lift increment equation 3.38 becomes zero, and the increments in alpha and pitch 
control δQFCS must also be zero. From equations 3.38 we can solve for the change in pitch control 
per g, and the change in angle of attack per g. 
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Where: 𝐷𝐷 = 𝐶𝐶𝐿𝐿𝐿𝐿𝐶𝐶𝑚𝑚𝛿𝛿𝛿𝛿 − 𝐶𝐶𝑚𝑚𝑚𝑚𝐶𝐶𝐿𝐿𝛿𝛿𝛿𝛿   and: W 

q�S
= CL  which is the lift coefficient at level flight 

 
The issue here is to evaluate vehicle maneuverability by analyzing if it has enough control 
authority to achieve its maximum loading specifications during a pull-up maneuver. Another way 
of solving these equations is to calculate what would the increase in the pitch FCS command, 
∆δQFCS be, in order to raise the load factor (nz‐1) to its maximum specification limit. An even better 
measure of steady Pull-Up maneuverability is to calculate the control effort, which is the ratio 
(∆δQFCS / ∆δQFCS Max), required to reach the expected load factor, where ∆δQFCS Max is the max FCS 
demand before it saturates the effectors. From equation 3.21 the maximum pitch command 
increment is:  

∆δQFCS Max Q MaxU= 1         (3.40) 

 
Assuming a constant speed V and pitch rate q and that the angle of attack is small, from equation 
3.39a we can calculate the controllability as the ratio of increment to achieve maximum load 
divided by the maximum control available before effector saturation. This ratio should be less than 
1, but we should be aiming towards a smaller number (f=0.7) because the aircraft is already using 
some pitch control to trim at level flight.  
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From equation 3.39b we calculate the change in angle of attack required to reach maximum load. 
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Where: 𝐷𝐷 = −𝐶𝐶𝑍𝑍𝑍𝑍𝐶𝐶𝑚𝑚𝛿𝛿𝛿𝛿 + 𝐶𝐶𝑚𝑚𝑚𝑚𝐶𝐶𝑍𝑍𝛿𝛿𝛿𝛿 
 
Where: 𝐶𝐶𝑚𝑚𝛿𝛿𝛿𝛿 = 𝑀𝑀𝛿𝛿𝛿𝛿 𝑞𝑞�𝑆𝑆𝑐𝑐̅⁄ , is the pitch control moment derivative, and the normal control force 
derivative is 𝐶𝐶𝑍𝑍𝛿𝛿𝛿𝛿 = 𝑍𝑍𝛿𝛿𝛿𝛿 𝑞𝑞�𝑆𝑆⁄ , where the partials MδQ and ZδQ  are the pitch moment and the normal 
force (along +z) variations with respect to the pitch FCS command (δQFCS), obtained from equation 
(3.10). 
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Pitch Inertial Coupling due to Stability Roll  

When a maneuvering vehicle is rolling about the velocity vector V, at constant flight path, it 
generates a pitching moment due to inertial coupling, and therefore, it must possess sufficient 
nose down pitch control authority to overcome the nose up moment produced as a result of 
inertial cross-coupling during stability axis roll maneuvers at high angles of attack. The pitching 
moment (M) is obtained from equation 3.43, as a function of the roll and yaw body rates. 

𝑀𝑀 = 𝐼𝐼𝑌𝑌𝑞̀𝑞 − 𝐼𝐼𝑋𝑋𝑋𝑋(𝑟𝑟2 − 𝑝𝑝2) − (𝐼𝐼𝑍𝑍 − 𝐼𝐼𝑋𝑋)𝑟𝑟𝑟𝑟      (3.43) 

The stability axis roll rate (pstab), which is rotation about the velocity vector, is a function of the 
body rates (p and r). After some equation manipulations, the pitching moment (MIC) due to the 
inertial coupling with the stability axis rate pstab is obtained from equation 3.44, which 
demonstrates how the induced pitching moment MIC is dramatically increased with stability roll 
rate.  

𝑀𝑀𝐼𝐼𝐼𝐼 = [𝐼𝐼𝑋𝑋𝑋𝑋 cos(2𝛼𝛼) − 0.5(𝐼𝐼𝑍𝑍 − 𝐼𝐼𝑋𝑋) sin(2𝛼𝛼)]𝑝𝑝𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠2      (3.44) 

This nose up moment due to coupling with roll reaches its maximum magnitude when α= 45°, so 
the vehicle must have sufficient pitch control authority to counteract this coupling moment. By 
combining equations (3.44) with (3.10) and (3.21), we can calculate the maximum acceptable 
stability rate as a function of pitch controllability. The maximum roll rate must be less than: 

𝑝𝑝𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠2 < 𝑀𝑀𝛿𝛿𝛿𝛿

[𝐼𝐼𝑋𝑋𝑋𝑋 cos(2𝛼𝛼)−0.5(𝐼𝐼𝑍𝑍−𝐼𝐼𝑋𝑋) sin(2𝛼𝛼)] 𝑈𝑈𝑄𝑄 𝑀𝑀𝑀𝑀𝑀𝑀
     (3.45) 

Actually, it should be significantly less than what is shown in the inequality 3.45 because we should 
allow some margin for flight control, because some pitch control is needed only to trim at zero roll 
rate. 
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Yaw Inertial Coupling due to Loaded Roll  

The yaw control system must possess sufficient control authority to counteract the yaw inertial 
coupling moment produced during a roll pullout maneuver, which simultaneously produces roll 
and pitch rates. The adverse yawing moment NIC during a roll pullout maneuver, also known as 
“loaded roll” is  

𝑁𝑁𝐼𝐼𝐼𝐼 = (𝐼𝐼𝑋𝑋 − 𝐼𝐼𝑌𝑌)𝑝𝑝𝑝𝑝 cos (𝛼𝛼)       (3.46) 

The maximum pitch rate q is determined by the bank angle and the normal load factor (nz) applied 
to the airframe. The adverse yawing moment is most severe when the loading occurs while the 
airplane is inverted, because it results to highest pitch rate, due to additional loading from gravity. 
The pitch rate of the aircraft (q) while inverted at maximum loading is 

𝑞𝑞 = (nz+1)g
V

         (3.47) 

The yaw FCS control (δRFCS) needed to counteract this adverse yawing moment at maximum pitch 
rate is obtained from this equation 

𝑁𝑁𝛿𝛿𝛿𝛿𝛿𝛿𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = (𝐼𝐼𝑌𝑌 − 𝐼𝐼𝑋𝑋)𝑝𝑝 cos (𝛼𝛼) (nz+1)g
V

     (3.48) 

After taking into consideration the maximum yaw control authority δRFCS MAX
R MaxU

=
1  

We can solve for the maximum roll rate that the yaw FCS can tolerate before it saturates the yaw 
effectors, assuming of course maximum pitch rate from equation 3.47. 

𝑝𝑝𝑚𝑚𝑚𝑚𝑚𝑚 < 𝑉𝑉𝑁𝑁𝛿𝛿𝛿𝛿
𝑈𝑈𝑅𝑅 𝑀𝑀𝑀𝑀𝑀𝑀(𝐼𝐼𝑌𝑌−𝐼𝐼𝑋𝑋)cos (𝛼𝛼)(nz+1)g

     (3.49) 
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Moments at the Hinges of the Control Surfaces 
 
Control surfaces rotate about a hinge line that is parallel to the wings and tails, and powered by 
electro-mechanical or hydraulic actuators. The torque supplied by the actuators must be greater 
than the aerodynamic moments generated at the aerosurface hinges, and therefore, the 
aerosurfaces hinge moments are used for sizing the actuator torques. 

Equation 3.50 calculates the moment at the hinge of an aerosurface. It is a function of the dynamic 
pressure, reference area of the aerosurface, the chord which is the distance between the surface 
center of pressure and the hinge line, the deflection angle, and the hinge moment coefficient that 
varies as a function of α, β, Mach number and aerosurface deflection (δs0). 
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Where: 

δsi  is the control surface (i) deflection  (deg) 
δso  is the nearest deflection with available data  (deg) 
Chsi is the chord of the control surface (i)  (feet)  
Q-bar is the aerodynamic pressure (PSF) 
SRsi is the Reference Area of the Control Surface (i) (feet2) 
Chmc (i, m, α, β, δ) is the Hinge Moment Coefficient of Surf ace (i) (-) 

            
Equation 3.50 consists of two terms. The first term calculates the hinge moment of the ith 
aerosurface at an increment (δso) which is the nearest to the actual aerosurface deflection (δsi). 
The equation includes a second interpolation term to smooth out the hinge moment calculations. 
It uses the derivative coefficients of hinge moment per aerosurface deflection to interpolate the 
hinge moments between increments, as a function of difference in deflection (δsi - δso). The hinge 
moment coefficients and their derivatives are generated by aerodynamics specialists. 

In Trim the hinge moment coefficients of all vehicle surfaces are included in a single file that has an 
extension ".HMCO". This file must contain as many sets of HM coefficients as the number of aero-
surfaces included in the surface coefficients file (*.Delt). The hinge moment coefficients array of 
the ith aerosurface Chmc (i, m, α, β, δ) is a function of four variables: the Mach number (M), the 
angles of attack and sideslip (α, β), and the control surface deflection (δsi). The number of 
increments for each aerosurface in the aerosurface hinge-moments data file is fixed.  
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The Trim program also includes various types of graphic utilities for viewing and plotting vehicle 
data for presentation and analysis purposes. Some of the graphic utilities are interactive allowing 
the user to modify some of the data for dispersion analysis purposes, using windows, dialogs, and 
plots that can be modified using the mouse. The Trim program performs several functions/ utilities 
that can be accessed from a main menu shown below. 

 

 

4.1 Plotting the Aero Data 

The first option in the menu is used for plotting the aero data. The user selects option (1) and 
clicks "OK". The utility plots the basic aero-dynamic coefficients or their derivatives versus alpha or 
beta at different flight conditions. It also plots the control surface coefficients or their derivatives 
versus surface deflection. A flight condition must be selected from the following dialog that 
contains four menus. It is defined by the vehicle mass, the Mach number, and the angles of attack 
and sideslip. The user must select them from the menus, and click on "Select" button. The mass is 
needed for transforming the aero moments from the moments reference center (MRC) to the 
vehicle CG. 
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The menu that follows has eight options for plotting the aero data. The first four options are used 
for plotting the basic aero coefficients and their derivatives versus alpha or beta. The data are 
obtained from the basic aero data file ".Aero". The last four options are used for plotting the aero-
surface coefficients or their derivatives versus surface deflection. The data are read from the 
surface aero data file ".Delt".  From this menu the user may select one option, for example, to plot 
the basic pitch aero coefficients, and click "OK". The following figure shows plots of the pitching 
moment Cm, the normal force CZ, and the aft force CA aero coefficients, as a function of (Mach and 
α). Five curves at corresponding to different Mach numbers are shown for comparison. More 
detail descriptions of the aero data plotting utility can be found in the examples, in Section 10. 
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4.2 Plotting the Trajectory Data 

Plots of the selected trajectory variables versus time can be obtained by choosing the second 
option from Trim main menu. The trajectory files have an extension (.Traj) and they are described 
in detail in Section 9. Some of the trajectory variables are: the (α, b) angles in (deg), the flight path 
(γ) in (deg), the relative velocity (V0) in (ft/sec), Mach number, dynamic pressure (lb/ft2), vehicle 
mass in (slugs), bank angle (f) in (deg), altitude (h) in (ft), the measured accelerations (Ax, Ay, Az) 
in (ft/sec2), the body rates (p, q, r) in (deg/sec), the rotational accelerations which are usually zero 
in (deg/sec2), the engine thrust (Te) in (lb), Lift and Drag forces in (lb), the CG location (x, y, z) in 
(ft), and optionally, user supplied external forces (lb) and moments (ft-lb) which initially they are 
zero, and the user may add them later by creating a modified version of the trajectory. Some of 
the trajectory variables, such as the lift and drag forces, are not used by the Trim program and 
they are only included for reference. A typical trajectory plot is presented inside a window/ dialog 
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that has a horizontal menu bar on the top. Each plot includes 3 variables, as shown below. From 
the top menu bar the user may either exit the trajectory plotting by clicking on "Exit Plots", or plot 
the next set of variables by clicking on "Next Plot". The two options on the left are for sending the 
plot to a printer or saving it in a standard file format. The "Graphic Options" are mainly used for 
modifying trajectory variables using the mouse, and for selecting a time to create a linear dynamic 
model. 

 

  



9-78 

4.3 Modifying the Trajectory Data for Dispersion Analysis 
 
Dispersion analysis is used for analyzing the vehicle performance by creating conditions which are 
different from those defined in the trajectory. It is possible that the vehicle may sometimes 
deviate from its expected trajectory due to winds, failures or other environmental disturbances. It 
should, therefore, be robust enough, capable to trim and meet its performance requirements with 
some variations of its trajectory parameters. We should, therefore, have the capability to 
temporarily modify the trajectory and to evaluate performance when some of the parameters are 
not exactly what we expect them to be. For example, we may vary some of the trajectory 
parameters, such as: α, b, the CG, the dynamic pressure, fail an engine, or introduce some 
external disturbances. Then we reevaluate how well the vehicle trims and performs under these 
adverse conditions and if it has the necessary controllability to maneuver. In other words, if by 
some unexpected event the vehicle deviates from its nominal trajectory to a different path, we 
would like to make sure that it will maintain a satisfactory performance and that it will have the 
control capability to converge back towards its course. The Trim program provides this capability 
by allowing the user to graphically modify the time histories of some of the trajectory parameters, 
such as: α, b, the CG, the dynamic pressure, the Mach number, body rates, vehicle accelerations, 
and to introduce time histories of external forces and moments. The modified trajectory is saved 
in a temporary filename with a title "Temporary Trajectory", and the effectors are re-trimmed 
using the modified trajectory. The user may then analyze vehicle performance and 
maneuverability using the modified trajectory and compare results. The original trajectory is not 
lost, but it can be retrieved later by selecting "Restore Original Trajectory" from the "Graphic 
Options". 
 
The trajectory modification option can be selected from one of the trajectory plots, as shown 
below. From the horizontal menu bar on the top, click on "Graphic Options", and then from the 
vertical pop-up menu select the option "Modify a Trajectory Plot Using the Mouse", as shown 
below.  
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A menu of trajectory parameters comes up and 
from that menu the user may select some of the 
variables to be modified, one at a time, the angle 
of attack, for example, and click on "Select a 
Variable to Modify". A window dialog appears 
showing the original time history of alpha. The 
shape of this variable versus time can be modified 
by using the mouse, one segment at a time. First, 
a section of the variable to be modified is defined 
between two points by clicking at the two points 
(A) and (B), see figure below. The points are 
highlighted by two red dots. The program finds 
the mid-point (C) between points (A) and (B). It 
highlights it with a purple dot and places the 
mouse cursor on C. The user may now move the 
mid-point (C) up and down by shifting the cursor 
vertically using the mouse. The mid-point can 
now be moved to a new location (C’), as shown in 
figure, and after clicking the mouse again the new 
mid-point (C’) becomes fixed and it is joined to 
the two extreme points A and B by straight lines 
(AC') and (BC'). The modified section is drawn in 
yellow. The original shape of the section is also 
shown in green. The user may continue modifying 
this trajectory variable many times, one section 
at a time, until the final shape of the modified 
yellow curve appears acceptable.  
 
The user may now press on "Continue with 
Another Variable to Modify" and select 
another variable from the menu. Notice, 
that when you select either the first point 
or the last point of the curve to be 
modified, the adjustable point (C) becomes 
either the first point (A), or the last point 
(B) of the segment to be modified. When 
you select both the first and the last points 
of the curve then the entire curve can be 
shifted up or down. Notice also that if you 
want to shift the mid-point C to the new 
location C' by a big amount, such as an 
order of magnitude, you must shift the 
cursor vertically from the original point C to 
a new location outside the margins of the 
plot. If the shift happens to be more than 
expected you can adjust it again. 

A B
C

C’

Original
Trajectory

Modified
Trajectory

New Location of
the Mid PointAlpha

(deg)

Time

Segment to be Modified
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You may select other trajectory variables to modify by clicking on "Continue with Another Variable 
to Modify". When you finish modifying them you must click on "Save the Modified Trajectory" to 
save it. The modified trajectory will be saved by the program under a different filename, for 
example, if the original trajectory is "Shuttle.Traj" the modified trajectory becomes "Shuttle1.Traj". 
The modified trajectory file can be selected and loaded later for further analysis and modifications. 
After saving the trajectory, from the variable selection menu, click on "Exit Menu", and it will 
return to the trajectory plots which they should now be modified. Exit again and return to the Trim 
main menu. The modified "Temporary Trajectory" will remain in memory and it may be used for 
further analysis, such as, performance, controllability, etc, using contour plots and vector 
diagrams. It will remain in memory until you exit Trim or restore the original. The original 
trajectory can be restored in Trim by returning to the trajectory plots, and from the top menu click 
on "Graphic Options", and then from the vertical pop-up menu select the option "Restore the 
Original Trajectory".  
 
With the modified trajectory active in memory you may now re-trim the effectors to calculate 
their new positions (or throttles). Return to the Trim main menu and choose the third option: 
“Trim the Effector Deflections” to calculate the new trim positions based on the modified 
trajectory. Then you may select option (12) to compare the recent trim histories of the effectors 
against the trim data (.Trim) obtained from the original trajectory and analyze the effects of the 
trajectory modifications.  
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4.4 Adjusting the Effector Trim Data  
 
Note that, not only the trajectory data can be modified interactively by the user. It is also the 
effector trim positions against time which are generated by Trim that can also be modified using 
similar graphic methods. This option is used when the analyst wants to modify the trimming 
conditions generated by the Trim program and to trade usage of some effectors against others. As 
it was already described in Section 2, the Trim program initially calculates the effector trim 
positions along the trajectory by taking into consideration the control capability of each individual 
effector. It allocates greater authority to the effectors that have bigger control capability in certain 
directions than to those who are less capable. The control capability is determined by the effector 
characteristics and also the maximum deflection or throttling ability.  
 
When the vehicle has multiple effectors controlling the same directions, this increases the 
possibility that usage of some effectors may be traded-off against others and the analyst may wish 
to explore this option. In the longitudinal direction, for example, the effector system may consist 
of: an elevon, a body-flap, a speed-brake, and TVC engine. It may be possible to eliminate or to 
reduce activity of some effectors, for example the body-flap, by keeping it at a fixed position or at 
a scheduled path, and re-trimming with the other effectors. This of course is only possible when 
the vehicle is equipped with other effectors that can provide sufficient controllability in the trim 
directions. However, if the effectors system is deficient or barely able to provide control in all 
directions the program will not allow the user to make any adjustments in the effector trim 
positions or will permit very small adjustments. In the following example the elevon trims with a 
negative bias. We will re-schedule the body-flap by biasing it negative. This will remove the bias 
from the elevon and bring it closer to zero. 
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When the initial trim is completed, and before returning to the main menu, go to the horizontal 
menu bar located above the effector plots versus time. Click on "Graphic Options", and from the 
vertical pop-up menu select "Modify a Trajectory Plot Using the Mouse", as shown below. 

 
 
A dialog/menu comes up showing a list of the vehicle effectors. Four aerosurfaces are used in this 
example. We may select one of the surfaces to modify, for example the Body-Flap, and then click 
on "Select Effector" button. The plot below shows the original trim route of the Body-Flap (green) 
which was generated by the initial trim. It also shows its upper and lower deflection limits 
(magenta lines) which are ±30° (as defined in the aero-surfaces data file). It shows that very little 
Body-Flap was used. It was mostly the Elevon that did the trimming. 
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We will now modify the Body-Flap trim curve and re-schedule it by making it more negative as we 
attempt to shift the Elevon trim position closer to zero. The plot below shows the modified Body-
Flap trim position versus time (green line) which was set at -14° starting at t=200 seconds. They 
were modified by the user using mouse driven interactive graphics. Notice that the upper and 
lower limits (magenta lines) were also reduced because reducing the limits de-emphasizes the 
effector authority during trim and prevents it from changing much in the next trim. The limit lines 
also restrain the deflection during trimming. When the user modifications are complete, click on 
the "Re-Trim" button, in either dialog, and the program will generate a new trim history, as shown 
in the next figure. 
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The plot below shows the effector positions after re-trimming. As you can see, the user modified 
body-flap trim position versus time is more negative now as adjusted by the user. The elevon 
deflection is now reduced to zero, as expected. In essence we replaced the elevon usage for 
trimming with body-flap. This will provide more elevon deflection capability for flight-control by 
allowing it to use its full range. The elevon is also faster and has higher bandwidth than the BF. 

 

Figure 4.1 The Body-Flap Deflection was Re-Scheduled more Negative to remove the Elevon Bias 
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4.5 Plotting and Comparing Data 
 
Option (12) in the Trim main menu is used for plotting and comparing previously generated data 
files. Select option (12), click "OK", and then from the next menu the user may select the type of 
data files to plot. There are four different types of data files to choose from: (a) trajectory data 
files (.Traj), (b) effector trim position files (.Trim), (c) performance parameters (.Perf), and (d) 
control surface hinge moment files (.HiMo). 
 

 
This option is also used to overlay data and to compare results obtained from similar vehicles or 
variations. From the following menu the user selects the filenames to be plotted together. The 
program will overlay up to 3 files in the same plot. For example, if we selected to plot performance 
parameter files, the program searches the project directory to find all filenames with extension 
(.Perf) and places them in the following menu. In this example there are 3 performance data files. 
The user may select either: one, two, or three filenames and click on "Select" to plot them. The 
following example plots the control effort of the effectors obtained from 3 separate analysis/ runs. 
The first file is shown in blue, the second one in red, and the third one in green. 
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Flight vehicles are usually controlled by 
multiple effectors and effector types 
that produce moments and forces in 3 
or more directions. Mainly 3 rotations 
and optionally some translations. The 
effectors provide the "muscle" power 
that maneuvers the vehicle. The 
effector sizing is based on 
requirements defined by mission goals. 
Some of the mission goals are captured 
in the trajectory. The effectors must be 
capable of providing the required 
accelerations for maneuverability and 
for counteracting disturbances along 
the controlled directions which are at 
minimum, 3 rotations, plus some 

translations. The mixing logic in its simplest form is a gain matrix (Kmix) that combines the 
effectors to operate as a system and interconnects between the actuators and the flight control 
system. It converts the acceleration demands coming from the FCS to effector deflection (or 
throttle variations) commands. The commands are optimized by Kmix for the purpose of 
maximizing the vehicle response in the directions demanded by the FCS and at the same time 
producing a small amount of cross-coupling in other directions. In a typical flight vehicle the FCS 
generates 3 rotational acceleration demands which control the vehicle rotations and attitude. X-
acceleration is also included to control velocity and range.  Translations along y and z are often 
controlled indirectly by rotating the vehicle. There are cases, however, like during vehicle 
separation or when hovering at low speeds where direct translation control along x, y and z 
independently from rotations is also necessary. This is possible, of course, when the vehicle has 
the effector capability to independently control translations, such as, a throttling engine, jets, 
body-flap, or a speed-brake to provide linear control in those directions.  
 
An efficient mixing logic should be time-varying because the control authority of the effectors 
changes as a function of geometry, dynamic pressure, thrust, and CG location. The derivation of a 
mixing logic matrix for a vehicle that is controlled by gimbaling engines, throttling engines or jets, 
and control surfaces is presented in a separate section. The Trim program uses a dedicated utility 
for calculating the mixing logic matrix.  It provides the option to either calculate it and save it at 
discrete/ selected time points or it generates a time-varying mixing logic internally when 
evaluating the performance along the trajectory. There is also a third option of reading a user 
supplied mixing matrix from a systems file (.Qdr) instead of creating it. For example, when a fixed 
matrix is already selected to combine the effectors along the entire trajectory. Also, when the 
aero-surfaces data are defined as aileron, elevon, and rudder, instead of separate surface panels, 
in which case a user supplied identity matrix can be used as a mixing logic in the trimming analysis. 
 



9-88 

5.1 Input Data 
 
The Mixing Logic program in Trim combines four types of effectors: (a) thrust vector control (TVC) 
engines that pivot in pitch and yaw, (b) variable thrust engines (throttling), (c) reaction control jets 
(RCS), and (d) aero-surfaces. The inputs to the mixing logic program are the engine and aero-
surface data, mass properties, and also trim angles or throttles (from files with extension ".Trim"). 
Since the trim positions are required prior to calculating the mixing matrix, the mixing logic 
program will request for the trimming function to be performed first. The engine or RCS jet 
parameters are defined in the propulsion data file that has an extension (.Engn). An engine is 
defined as gimbaling when the max deflection pitch and yaw angles in the engine data file are non-
zero. A throttling engine is usually a fixed engine that has a nominal thrust (T0) and it provides 
control forces on the vehicle by varying its thrust. The maximum thrust variation above and below 
nominal (T0) is defined in the input data by a throttle parameter (Th) which must be greater than 
zero and less than one. During trimming the program calculates the throttle control δThr(t) that 
defines the actual thrust for each engine at each time step along the trajectory. The throttle 
control is time variable and it can vary between zero and ±Th , i.e. (+Th > δThr (t) > -Th). The actual 
engine thrust is: 𝑇𝑇(𝑡𝑡) = 𝑇𝑇0 [1 + 𝛿𝛿𝛿𝛿ℎ𝑟𝑟(𝑡𝑡)]. So the thrust is at its nominal value (T0) when the 
throttle control is zero and the thrust remains always positive even at minimum throttle. An 
engine may also be defined to be both, gimbaling and throttling. The RCS jets in Trim are also 
continuous throttling engines but they are defined slightly different. Each thruster represents a 
pair of opposite firing jets (back-to-back). Their nominal thrust is zero and they can apply a positive 
or negative (throttle) force at a location on the vehicle along a specified direction. The maximum 
jet thrust magnitude (Tjet) is defined in the data file. The actual jet thrust can vary between (±Tjet). 
The Trim program calculates the throttle control δThr(t) that defines the actual thrust:  𝑇𝑇(𝑡𝑡) =
𝑇𝑇𝑗𝑗𝑗𝑗𝑗𝑗𝛿𝛿𝛿𝛿ℎ𝑟𝑟(𝑡𝑡) at each time point. The throttle control δThr(t) varies between ±1. So the thrust is zero 
when the throttle control is zero and the thrust magnitude cannot exceed ±Tjet. The parameter 
that separates between a throttling engine and an RCS jet in the input data file (.Engn) is the 
throttle parameter (Th). When the throttle parameter is exactly 1, the thruster is interpreted by 
the Trim program as a pair of back-to-back firing jets, and the thrust defined in file (.Engn) 
represents the max jet thrust. Otherwise, when the throttle parameter is between zero and less 
than 1, it is interpreted as a propulsion engine of nominal thrust (T0) and the throttle control 
δThr(t) defines thrust variations above and below T0. A propulsion engine can be defined as both, 
gimbaling and throttling. The orientation of a thruster, and hence its force direction, is defined in 
terms of two angles (pitch and yaw) relative to the -x vehicle direction. 
 
The aero data for the control surfaces are in file (*.Delt). This file includes force and moment 
increment coefficients, which are increments in addition to the forces and moments defined in the 
base aero-data file (.Aero). The coefficients are functions of: Mach number, alpha, beta, and the 
control surface deflections. The program calculates the mixing logic matrix based on the moments 
and forces created from each effector. 
  



9-89 

5.2 Creating a Mixing Logic Matrix from "Trim" 
 
The following example demonstrates how to calculate a mixing logic matrix from the Trim 
program. Note that the mixing logic can also be calculated from Flixan using the flight vehicle input 
data. Start the Flixan program, select the project folder that contains the analysis files, such as: 
trajectory, mass, engine, and control surface aero data. The files must be properly formatted for 
the program to be able to read them. From the Flixan main menu select "Analysis Tools". From the 
drop-down menu select "Flight Vehicle/ Spacecraft Modeling Tools", and from the menu on the 
right: "Trim/ Static Performance Analysis". 
 

 
 

 
  



9-90 

From the following filename selection menu you can select the files to be used in the Trim 
analysis. Also from the input/ output filename menu select or enter an input data file (.Inp) and a 
systems file (.Qdr). The mixing matrix will be saved in the systems file. 
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From the Main Trim menu select option (4) "Create an Effector Mixing Logic". This option requires 
the effector trimming process to be performed prior to calculating the mixing logic. It will check for 
the existence of a trim data file (.Trim) and if it does not find one it will initiate a trim, as 
demonstrated in the following example. It will ask for a (*.Trim) file to initialize Trim. Assuming 
that we do not have one and click on "Do Not Select" an initialization file. In the following menu 
we must select the trimming directions, assuming of course that they are the same as the control 
directions used in the calculation of the mixing logic matrix. In this example we include the x 
translational direction in addition to the three rotational directions, and click "Select". This is 
achievable because our main engine is defined as throttling and it can provide control in the x-
direction. Otherwise, it would not have been possible to control or trim in the x direction. 
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The Trim program calculates the trim positions of the 5 effectors (engine throttle control, elevon, 
body-flap, aileron, and rudder) as a function of the trajectory time as shown in the plot above. 
These positions are used to balance the 3 rotational moments and the acceleration force along the 
x axis along the input trajectory. The figure shows the Elevon and Body-Flap deflections in (deg) 
and also the throttle control variation versus time. In this case the throttle control can vary 
between zero and ±0.4, but it uses less than 0.25. The aileron and rudder are not shown because 
they are zero.  

  



9-93 

The trim is now complete and we are back in the mixing-logic calculation process. The following 
effector combination dialog is used for defining the amount of participation of each effector in the 
Kmix calculation. The top option, obviously, does not apply here because we are not interested to 
read an already existing mixing matrix from file. The choice is between the bottom two options. In 
this case we select the second option which creates a mixing matrix with 100% participation from 
all effectors. The third option can be used to define the percentage of participation contributed 
from each effector in the Kmix calculation.  

 

In the next dialog we must enter a trajectory time, which in this case it is t=60 sec. Kmix will be 
calculated using the vehicle data in this flight condition. It means that the mixing matrix will 
perfectly diagonalize the dynamic model at this time. 

 

In the following dialog we select the directions along which we expect to achieve acceleration 
control. We must select 3 rotations plus the x-axis accelerations. We must also enter a short name 
"Kmix_60" that will identify the matrix, and click "OK". In this case, the mixing logic matrix receives 
3 rotational acceleration demands (roll, pitch, yaw) and one translation acceleration demand along 
x, from the FCS, and it converts them to 4 control surface deflection commands and to a thrust 
variation command for the main engine.  
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If you answer "Yes" in the above question, the program will save the newly created matrix in 
the selected systems file, which is "Matrix.Qdr". 
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5.3 Derivation of an Effector Combination Matrix 
 
Flight vehicles are controlled by various types of effectors that produce the forces and moments 
which are required to guide them. They provide the "muscle" power to maneuver the vehicle 
around by changing its attitude or providing linear acceleration. The effectors are either gimbaling 
engines known as thrust vector control (TVC), thrust varying engines (throttling), reaction control 
jets (RCS), and rotating aero-surfaces. The deflections and thrust variations are commanded by the 
flight control system. The mixing logic is a matrix that interconnects between the flight control 
system outputs and the vehicle effectors. The FCS outputs are mainly rotational acceleration 
demands in (roll, pitch, yaw), and it may sometimes include linear acceleration demands (Ax, Ay, 
Az). The mixing logic matrix combines the vehicle effectors together and uses them as a system. It 
translates the flight control demands into effector commands, such as, engine or control surface 
deflections, main engine thrust variations, or RCS jet thrust commands, and it becomes an integral 
part of the flight control system. In the event of an effector failure it is the mixing logic matrix that 
must be changed and not the FCS gains. 
 
The effectors as a system must be capable of providing maneuverability against disturbances along 
the controlled directions which are at least 3 rotations, plus some translations. The deflections 
must be combined efficiently in order to maximize the vehicle acceleration in the direction 
commanded by the FCS with as minimal coupling as possible in other directions. The Flixan 
program has a special utility for calculating the mixing logic matrix as a function of the vehicle 
geometry, thrusts, alpha, mass properties, and surface coefficients. The algorithm uses pseudo-
inversion to determines an optimal combination of the controls to achieve the demanded change 
in vehicle rates while minimizing the coupling between the control axes. When the matrix is 
connected open-loop in front of the vehicle model (as shown in fig. 5-2) it attempts to diagonalize 
the plant, which means, that the vehicle accelerations approach the commanded accelerations. 
Ignoring, of course, the basic aero-dynamics and other high order dynamics. 
 
The FCS generates at least 3 rotational acceleration demands which control the vehicle attitude. 
Translations along y and z are controlled indirectly by rotating the vehicle. In some cases direct 
acceleration control along x and z independently from attitude is also a requirement, assuming of 
course that the vehicle has the effector capability to independently control translations, such as, 
throttling engines, jets, body-flap, or a speed-brake to provide control along those directions. An 
efficient mixing logic should be time-varying because the vehicle parameters and the control 
authority of the effectors change as a function of geometry, dynamic pressure, thrust, and CG 
location, etc. The derivation of a mixing logic matrix for a vehicle that is controlled by gimbaling 
engines, throttling engines or jets, and control surfaces is presented in the following section. 
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Figure 5.1 Effector Combination or Mixing Logic Matrix 

 
Figure 5.2 When the Mixing Logic Matrix is Connected in Series with the Vehicle Model (Open-Loop), the Vehicle 
Accelerations should be Approximately Equal to the Demanded Accelerations coming from the FCS 
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5.3.1 Forces and Moments Generated By a Single Engine 
 
The following equation calculates the forces generated by a single thruster engine (i) mounted on 
a vehicle at fixed orientation angles (or trimmed at those angles): Dy in pitch (elevation angle with 
respect to the x y plane), and Dz in yaw (azimuth angle about the body z axis), see Figure 5-3. The 
forces along the body x, y, and z axes are: 
 
F T
F T
F T

Xe i e i E Z
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( ) ( )

( ) ( )
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     (5.1.1) 

 
Let us define the throttle control Dth(i) for engine (i) to be the ratio of thrust variation divided by 
the nominal engine thrust. 

D
T

T
where T is the Thrust Variationth i

e i

e i
e i( )

( )

( )
( ):=

δ
δ

   (5.1.2) 

 

Figure 5.3 Engine Orientation Angles (Dy and Dz) with respect to the Vehicle Body Axis 
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The product Dth(i)*Te(i) = δTe(i) is the variation of engine thrust force above or below its nominal 
thrust value Te(i). The following equation calculates the force variation at the gimbal of an engine 
(i) due to the combined effects of gimbaling and throttling, resolved along the vehicle x, y, and z 
axes. 
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Let us define the distances between the engine (i) gimbal to the vehicle CG, {lxe(i), lye(i), lze(i)} as 
follows 
l X X l Y Y l Z Zxe i e i CG ye i e i CG ze i e i CG( ) ( ) ( ) ( ) ( ) ( )= − = − = −    (5.1.4) 
 
The roll, pitch, and yaw moments on the vehicle resulting from the forces generated by a single 
engine (i) are obtained from the following matrix equation 
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      (5.1.5) 

 
We will now calculate the force and moment variations in the vehicle body axes produced by each 
effector independently. That is, due to gimbaling, throttling, and also due to a control surface 
deflection. The effect of each effector will be added up to derive an expression for the total vehicle 
moment due to the contributions from all vehicle effectors. One further detail that will be 
considered in the mixing logic calculations is the maximum effectiveness of each effector. This 
consideration is important because the various engines or aero surfaces may have different max 
gimbaling angles or throttling capabilities. We must derive, therefore, a mixing law that will utilize 
the effector contributions according to their effectiveness, by spreading the control authority 
evenly among the effectors proportionally according to their capabilities. This type of mixing logic 
maximizes the control effectiveness by allowing all the effectors to reach saturation 
simultaneously. For example, if two engines have equal thrust but different gimbaling capabilities, 
the engine with the larger rotational capability should be allowed to deflect at a larger angle than 
the engine with the smaller rotation range. 
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5.3.2 Moments and Forces Generated by a Single Engine Gimbaling in Pitch and Yaw  
Consider an engine (i) which is mounted at fixed elevation and yaw angles DY(i) and DE(i) 
respectively, see figure (5.3). The engine is  further gimbaling at small angles δy(i) and δz(i) in pitch 
and yaw directions with respect to the fixed orientation. The moment variations on the vehicle are 
obtained from the equation (5.2.1). 
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  (5.2.1) 
This equation can be normalized by dividing the pitch and yaw engine deflections with the max 
deflection capabilities in both directions, so that the normalized inputs can vary between {0 and 
±1} as follows: 
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By multiplying out the matrices in the above equation, it be expressed in a simplified form as 
follows:  
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where: Vgy(i) and Vgz(i) are column vectors that correspond to the pitch and yaw engine deflections 
respectively. 
 
Forces of an Engine Gimbaling in Pitch and Yaw Directions 
 
Similarly, the forces applied at the gimbal due to an engine (i) gimbaling in pitch and yaw can be 
resolved along the body x, y, and z axes and normalized by dividing the pitch and yaw deflections 
with the max deflections as shown in the following equation, written also in column vector form: 
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where: Ugy(i) and Ugz(i) are column vectors that correspond to the pitch and yaw engine deflections 
respectively. 
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5.3.3 Moments and Forces of an Engine Gimbaling in a Single Skewed Direction 
 
A vehicle with multiple engines may have sufficient degrees of freedom to be maneuvered by 
gimbaling some of the engines in a single direction instead of two (pitch and yaw). Single axis 
engine gimbaling requires fewer actuators and saves on weight and cost. Figure (5.4) shows a 
single gimbaling engine that rotates only about an axis that is skewed at an angle γ(i). The engine is 
mounted at fixed DY(i) and DE(i) orientation (or trim) angles and it can gimbal in a direction defined 
by an angle γ(i) from its mounting position. The roll, pitch, and yaw moments on the vehicle 
generated by a single gimbaling engine (i) that is gimbaling at a skewed direction γ(i) are shown in 
equation (5.3.2). In the mixing logic program the gimbaling direction angle γe(i) of a single 
gimbaling TVC engine is defined by the maximum pitch and yaw deflection angles δymax and δzmax 
which are included in the input data.  
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         (5.3.1) 
 
The deflection angle (δγ) is in the direction γe(i), and it can be resolved in pitch and yaw 
components. 
 
δ δγ γ δ δγ γy i i e i z i i e i( ) ( ) ( ) ( ) ( ) ( )cos( ) sin( )= =  

 Fig. (5.4) 
 
The roll, pitch, and yaw moments on the vehicle generated by a single gimbaling engine (i) are 
obtained from the following normalized equation, written also in column vector form  

( )
L
M
N

T
l l

l l
l l

c s c c s s
s s c c c s

c

g i

g i

g i

e i

zei yei

zei xei

yei xei

Z E ei E Z ei

Z E ei E Z ei

E ei

i

( )

( )

( )

max ( ) ( ) max

( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )

( ) cos( )

















=
−

−
−

















− −
− +

−

















δg
g g
g g

g
δg δg

0
0

0

∆ ∆ ∆ ∆
∆ ∆ ∆ ∆

∆

( )
L
M
N

V
g i

g i

g i

g i i

( )

( )

( )

( ) ( ) max

|

|

















=
















g δg δg

(5.3.2) 
where: Vgγ(i) is a column vector, and the normalized input {δγ/ δγmax} varies from {0 to ±1}. The 
forces in the x, y and z directions are also obtained from a similar equation (5.3.3). 
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 (5.3.3) 
 
5.3.4 Moments and Forces Generated by a Throttling Engine or an RCS Jet 
 
Similarly, the change in moments on the vehicle generated by throttling an engine (j) or by an RCS 
jet which is mounted at fixed orientation angles DY(i) and DE(i) with respect to the vehicle -x axis, 
can be obtained from the following equation 

Where TR(j) is the nominal engine thrust and DTh(j) is the throttle control input. The throttle input 
can vary between {0 and ±DThmax}, where the maximum throttle input |DThmax|<1. The product  
(TR(j)*DTh(j)) represents the thrust force variation, above or below the nominal thrust value TR(j). The 
throttle input can be normalized in a similar fashion as in the TVC equation so that the normalized 
throttle input (DTh(j) / Dthmax) varies from: {0 to ±1}. The roll, pitch, and yaw moment variations due 
to a throttling engine or an RCS jet are: 
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Similarly the forces in the x, y and z directions are obtained from equation (5.4.2) 
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  (5.4.2) 
where: VT(j) and UT(j) are column vectors.  
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5.3.5 Moments and Forces Generated by a Control Surface Deflection 
 
The change in vehicle moments generated by a control surface (i) that is deflecting at an angle δcsi  
is: 
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Where lch is the mean aerodynamic chord and (lsp) is the wing span aero reference lengths. The 
above equation is normalized using the maximum control surface deflection capability δcsimax, so 
that the normalized control surface input can vary from: {0 to ±1}. The normalized equations for 
the moments and forces are: 
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where: VAS(j) and UAS(j) are column vectors. 
 
 
5.3.6 Change in Vehicle Rate due to the Combined Effect from All Actuators 
 
The total moment and forces on the vehicle are obtained by the superposition of the individual 
moments and forces from each effector. That is, the TVC engines, the throttling engines, the RCS 
jets, and the control surface deflections. The combined effectors moment matrix is obtained by 
stacking up the column vectors {VX(i)} from each individual effector. The following equation (5.4.4) 
converts the normalized effector deflections to vehicle accelerations or change in rates (δP, δQ, 
δR). It is also written in matrix form. 



9-103 

{ }

δ
δ
δ

δ δ
δ δ
δ δ
δ δ
δγ δγ
δγ δγ

δ

γ γ

P
Q
R

I I I
I I I
I I I

V V V V V V V V V V V
D D
D D
D D

XX XY XZ

XY YY YZ

XZ YZ ZZ

γy γz γy γz γ γ T T T AS AS

y y

z z

y y

z z

Th Th

Th Th

Th Th

as

















=
− −

− −
− −

















−1

1 1 2 2 1 2 1 2 3 1 2

1 1

1 1

2 2

2 2

1 1

2 2

1 1

2 2

3 3

*

max

max

max

max

max

max

max

max

max

( ) [ ]( )

1 1

2 2

1

δ
δ δ

δ δ δ

as

as as

o nor R I V

max

max

max









































= −

 (5.6.1) 
 
Similarly, the translational accelerations due to the normalized effector deflections are obtained 
from the following F=m*a equation: 
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By combining the two previous equations together we obtain the matrix equation (5.6.3) 
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The above equation calculates the change in vehicle accelerations resulting due to the normalized 
effector deflections input vector {d/dmax}, where each input varies from {0 to ±1}. The elements of 
the following diagonal matrix [Dmax] consist of the maximum deflections of each effector, as 
follows: 

{ }D diag y z y z y z Dth Dth cs csmax max max max max max max max , . . . max max , . . . max max= d d d d d d d g d d1 1 2 2 3 3 1 1 2 1 2

 
The mixing logic matrix is obtained by solving the pseudo-inverse of the above matrix equation, as 
shown below. A solution exists when the number of effectors are greater than or equal to the 
number of degrees of freedom to be controlled (the number of rotations plus the number of 
translations). That is, when all control directions are spanned by the effectors, and the mixing logic 
matrix has full rank. After solving the pseudo inverse a typical mixing logic matrix has the following 
form and it translates the demanded changes in vehicle rates (δRo) and accelerations (δAc) to 
effector commands δcom. 
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One of the most important functions of the Trim program is its capability of generating input data 
for the "Flight Vehicle Modeling Program". The FVMP is a Flixan program that calculates linear 
dynamic models for flight control analysis, simulation and design. After trimming the effectors the 
analyst can select some critical flight condition points along the trajectory and create dynamic 
models for those flight cases. The state-space modeling option can either be selected from the 
Trim main menu or from the menu bar on the top of a trajectory plot. The user is prompted to 
select a flight time along the trajectory and the program collects the vehicle data that correspond 
to this flight time from various file sources. The vehicle data are saved as a data-set in standard 
Flixan input file (.Inp) format and the FVMP reads them, processes them, creates the required 
dynamic systems in state-space form, and it saves them in a Flixan systems file (.Qdr). To run this 
program from a trajectory plot, go to the top menu bar of the trajectory window, click on "Graphic 
Options" and then "Select Time to Create a State-Space System". So let's take a look at the 
following example.  

From Flixan you must select the project folder that contains the analysis files, such as: trajectory, 
mass, engine, and control surface aero data. The files must be in the proper format for the 
program to be able to read them. From the Flixan main menu select "Analysis Tools", then "Flight 
Vehicle/ Spacecraft Modeling Tools", and "Trim/ Static Performance Analysis". 
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From the following file selection menu select the files that will be used by the Trim program. Some 
of the files like the slosh parameters, hinge moment coefficients, aero uncertainties, and damping 
derivatives are optional. If they are missing you will not be able to perform some analysis, like for 
example, uncertainties evaluation or to calculate the hinge moments. The slosh parameters are 
only used by Trim for the creation of linear systems by the FVMP. 
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Also from the input/ output filename menu, select an input data file and systems file. In this case, 
the input data file "Hyp_Ascent.Inp" will receive the vehicle data to be processed by the FVMP, 
and the state-space models will be saved in the systems file "Hyp_Ascent.Qdr". Then from the Trim 
main menu select the option (5) which generates state-space models, and click "OK". 
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It is important to have the effectors trimmed before starting this option. The program searches for 
a (.Trim) file and if it does not find one it trims the effectors as already described. The user must 
select a time point at which time the program will generate the vehicle input data. The flight 
condition time point is selected from one of the trajectory plots as described in the instructions 
below. To select a time point, go to the horizontal menu bar on top of the trajectory plot and 
select "Graphic Options". From the vertical pop-up menu select the last option which is "Select 
Time to Create a State-Space System". 
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Then place the mouse cursor at a point along the horizontal time scale that corresponds to the 
time where you want to create a linear system. In this example we pick a time t=75 sec, and click 
the mouse. The following dialog confirms your selection time and it also allows you to cancel and 
select another time, in case you picked the wrong time. 

 

 

At this point the "Flight Vehicle Modeling Program" dialog comes up showing the flight vehicle 
input data corresponding to our selected flight condition. The data have been collected from 
various vehicle data files but they are not yet saved to a Flixan input file. This dialog allows us to 
take a look at the data first before saving and processing them by FVMP. The user may update 
some of the numbers and titles. Remember to click on the "Update Data" button after every 
modification. The input data file can also be edited directly by clicking on "Edit Input File". When 
the modifications are complete and ready to save the vehicle data you must click on "Save in File" 
button and the vehicle input data will be saved in the selected file, which is "Hyp_Ascent.Inp". If 
you click on "Run", the "Flight Vehicle Modeling Program" will generate the state-space system at 
the selected flight condition and it will save it in the selected file "Hyp_Ascent.Qdr".  

In the examples section we will also demonstrate how to use some of the Flixan utilities to 
perform other related functions, such as: combining the vehicle model with the effector mixing 
matrix or actuators, creating effector combination matrices directly from vehicle data, modifying 
existing dynamic models, creating pitch and lateral design models and synthesizing LQR flight 
control laws, creating models for frequency domain analysis and simulations, performing stability 
analysis (gain, phase margins, etc), creating uncertainty models for µ-analysis, and converting 
dynamic models  and matrices to Matlab functions that can be loaded into Matlab for further 
analysis. 
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The following table shows the set of flight vehicle input data generated by Trim for our example. 
The data is in file "Hyp_Ascent.Inp". Its title is: "Rocket-Plane, Mission-1, Ground Takeoff/ T= 75.0 
sec". The first part of the title is copied from the trajectory file. The flight time is also added at the 
end of the title. The state-space system created is in file "Hyp_Ascent.Qdr" and it has the same 
title. Similar dynamic models can be generated by the FVMP for other critical times along the 
trajectory. These models are used for analysis, control design, and simulations, as it is 
demonstrated in the examples section 10. 
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In Section 3 we described how to calculate some important performance parameters that 
characterize vehicle static stability, static controllability and performance as a function of the 
trajectory time. The performance parameters, such as: static stability, time to double amplitude, 
lateral control departure, control authority, etc. depend on the trajectory variables, the 
aerodynamic coefficients, engine data, thrusts, and also the trim angles and throttles of the 
effectors along the trajectory. Now let us suppose that some of the performance parameters do 
not meet our required criteria and we would like to modify the trajectory in order to improve the 
vehicle stability or maneuverability, etc. This would be difficult to accomplish because we wouldn't 
know how to modify the trajectory in order to improve performance. Furthermore, the 
performance requirements in most aircraft are not defined along a trajectory but over a wider 
range of speeds, specifically Mach numbers versus angles of attack. This is a good choice of 
variables along which to examine performance because it strongly depends on the aerodynamic 
data that vary with Mach number and angle of attack. There is a need, therefore, for an analytic 
capability that would expand our performance analysis perspective over a wider range of Mach 
numbers and angles of attack, rather than restricting it in the vicinity of a trajectory. Contour plots 
are 3-dimensional surface plots that provide a wider depiction on how the performance parameter 
varies in the entire Mach versus Alpha envelope. The Mach number is plotted in the horizontal x-
axis, the angle of attack in the y-axis, and the performance parameter being analyzed is plotted in 
the z-axis normal to the paper. 

Figure 7.1 is a contour plot of the pitch stability parameter (T2-inverse) for an unpowered 
descending vehicle beginning at Mach 18 to landing at Mach 0.25. This parameter was described in 
equation 3.15. The Mach number is plotted in the horizontal x-axis, the angle of attack in (degrees) 
is in the vertical y-axis, and the stability performance parameter is plotted in the z-axis which is 
normal to the screen, except that instead of using a 3-dimensional plot the value of the 
performance parameter is color-coded. The trajectory is shown as a black line traveling across the 
Mach versus alpha field. The colors of the regions in the surface plot specify the values of the pitch 
stability parameter in that region. Initially, at high Mach the vehicle is statically stable with a short-
period frequency about 1 (rad/sec). It begins in the upper right-hand corner at Mach 18 and at 40 
degrees angle of attack. It crosses through an unstable (divergent) region between Mach (5 to 3.5), 
where the time-to-double amplitude T2 is 0.65 (sec). Then it becomes stable again with a short-
period frequency 1.5 (rad/sec), and it finishes in the lower left corner at Mach 0.25 and at 10 
degrees of alpha. 
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Figure 7.1 Contour Plot showing the Pitch Stability parameter of a hypersonic vehicle along the reentry trajectory as 
a function of Mach and Alpha. The trajectory begins from a stable region in the upper-right, passes through an 
unstable region at Mach 4.5, and becomes stable again below Mach 3.3 to landing 
 
This type of presentation helps the analysts to identify any potentially unacceptable regions across 
the Mach versus alpha field to be avoided in order to reshape the trajectory trail, or to modify the 
effectors, as needed, in order to achieve an acceptable performance. Trajectory reshaping, 
however, is not always easy because there are other factors to consider in a trajectory, such as: 
payload weight maximization, structural loading, aero-heating, etc. 

Figure 7.2 shows the control effort necessary to maintain controllability in the pitch direction 
against 4 degrees variation due to wind in the angle of attack from alpha-trim α0. The pitch control 
effort is defined to be the ratio of the control required against the alpha dispersion divided by the 
maximum control available in the pitch direction. The colors denote the magnitude of the control 
effort and also the control direction. The vehicle is neutrally controllable in the white regions 
where the magnitude of the effort required against the alpha variation is less than 1 percent. 
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Figure 7.2 Pitch Control Effort Parameter of a Hypersonic Reentry Vehicle, Less than ±50% Control Effort is required 
in the entire trajectory, Controllability is transitioning between positive, neutral, and negative regions. 

Beige and orange colors correspond to using negative control against a positive alpha dispersion, 
and green and yellow colors correspond to using positive control. White indicates neutral 
controllability. We typically like to see the control effort to be less than plus or minus 50 percent, 
which corresponds to colors between cyan and red. The dark blue color indicates that the control 
saturates in the negative direction and the dark brown indicates that the control saturates in the 
positive direction. In this example the pitch control effort along the reentry trajectory begins in the 
upper right-hand corner at +30% (orange). It reduces to less than ±1% for a short period in the 
white region, before it changes to -10% in the light green region, and then it changes back to +5% 
before landing (light beige).  



9-116 

The Lateral Control Departure (LCDP) ratio is a parameter that indicates roll dynamic controllability 
and it is described in equation 3.29. We normally want it to be either positive and greater than 0.2 
or negative and less than -0.2. But we don’t like to see it in the red region which is between -0.2 
and +0.2, because roll control performs poorly. The aileron to roll-rate transfer function (3.30) 
becomes weak, and the aileron would be unreliable for roll control, as described in Section 3. It 
also becomes sensitive to aerodynamic uncertainties and vulnerable to reverse sign that would 
cause roll reversals. It would therefore require changes in the sign of the roll control gain. 

Figure 7.3 shows the contour plot for the Lateral Control Departure (LCDP) ratio parameter for a 
rocket-plane vehicle during ascent. The colors below red correspond to positive LCDP, and the 
colors above red correspond to negative LCDP. The ideal value of the LCDP ratio is +1, but a very 
good range is between 0.8 and 1.4 denoted in white. Negative values between -0.8 and -1.4 are 
also good and they are denoted in light gray. Negative LCDP however, requires reversal in the 
control gains. Large magnitudes greater than 10 should also be avoided because they cause big 
transients in the sideslip response. That is, magenta for positive and dark purple for negative LCDP. 

 

Figure 7.3 LCDP ratio of a Hypersonic Vehicle shows excellent roll performance across the entire Mach 
versus Alpha region. 
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In this example we have positive LCDP almost in the entire Mach versus Alpha range. The LCDP 
magnitude is also very good, especially around the trajectory which begins in the upper left hand 
corner where alpha is 7 degrees and it finishes in the lower right-hand corner at 4.5 Mach. It 
indicates that this vehicle has excellent turn coordination. There are two bad regions, however, 
that must be avoided. A region consists of negative LCDP-ratio denoted by darker colors 
surrounded by an undesirable red band as it transitions between positive and negative LCDP. If the 
trajectory would pass through this region it would require reversal in the roll control gain twice, 
and this would make it vulnerable to aerodynamic uncertainties. The other region to be avoided 
has very high LCDP ratio exceeding 10. It means that roll maneuvers in this region would induce 
too much beta transients. Fortunately, those two regions are not near the trajectory. Otherwise, 
we would have to modify it. 

7.1 Running the Flixan Contour Plots Program  

We can demonstrate the “Contour Plots" option of the Flixan program by choosing an example 
and running it. In this example we will analyze some of the performance parameters of a 
hypersonic vehicle, beginning at Mach 4.5 all the way to landing. Start the Flixan program and 
select the project folder that includes the vehicle data files, such as: trajectory, mass, aero data, 
aero uncertainties, etc. The files must be in the proper format for the program to be able to read 
them. Section 9 describes the formatting details of the Trim files. The effectors must be trimmed 
prior to running the contour plots program because some of the parameters depend on the 
effector deflections and throttle values. The program reads the effector positions from a 
previously created trim file that has an extension (.Trim). If it does not find it, it will trim the 
vehicle and save the trim data as already described in Section 2.  
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From the Flixan main menu select "Program Functions", "Flight Vehicle/ Spacecraft Modeling 
Tools", "Trim/ Static Performance Analysis", as shown above, and from the filename selection 
menu select the files to be used in the analysis. The Trim program consists of many options and 
from the main menu select option-10, which is: "Contour Plots (Mach versus Alpha) Performance 
Analysis". You must also enter the αmax and bmax dispersion angles in (deg). They define the wind-
shear disturbance and the control authority of the effector system is measured against these 
dispersions. It defines the amount of angle of attack and sideslip variations from trim that the 
vehicle must be able to counteract by using its control effectors. In this case we enter 4 (deg) for 
both, and they apply in the entire trajectory.  
 
Vehicle performance also depends on how the effectors combine together to provide control in 
the demanded directions. A mixing logic matrix is required by the program to convert the flight 
control demands to effector commands. This matrix is typically supplied by the analyst during the 
control design and it is read by the program from a systems file. However, if the effector 
combination matrix is unavailable, such as, during a preliminary analysis, the program provides the 
capability to create a temporary matrix in order to complete the analysis. It opens a mixing-logic 
definition dialog that has three options. The first one is for selecting an already existing mixing-
logic matrix. In this case, we select the second option that allows the program to create a mixing 
logic using full participation from all effectors. The third option is similar to the second option but 
it provides the capability to adjust the amount of participation percentage from each effector. 
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The program is now ready to generate contour plots for some of the most important performance 
parameters that were defined in Section 3. The following menu consists of the performance 
parameters that can be presented in contour plots versus Mach and Alpha. The selection choices 
are: Pitch and Lateral stability parameters (T2-inverse or short-period resonance) as described in 
Equations (3.14 through 3.18), the Lateral Control Departure (LCDP) ratio described in Equation 
3.28, and the control authority of the effector system in roll, pitch, and yaw directions as described 
in Equation (3.24 to 3.26). 

 

From the contour plots menu let us select the first option that plots the pitch stability parameter 
(T2-inverse) across the 2-dimensional, Mach versus alpha array, shown in Figure 7.4. The black line 
is the trajectory trail along the Mach versus Alpha field. The colors signify the approximate value of 
the stability parameter at a particular Mach and Alpha. The interpretation of the color coding is 
shown on the right hand side of the plot. White corresponds to neutral stability which is an ideal 
condition because the vehicle can be controlled with a very small amount of control effort. Beige 
corresponds to slight instability which is acceptable. Instability increases as we move towards the 
orange, reddish, magenta, and brown colors. In the magenta and brown regions the vehicle 
instability becomes unacceptable because the time-to-double amplitude drops below 0.25 sec, 
and requires high control bandwidths and fast actuators. On the other side of the color spectrum 
above white, we have the colors corresponding to statically stable regions. Beginning with light 
yellow (slightly stable), and moving towards the greenish and cyan colors corresponding to 
acceptable stability with short-period resonances up to 4 (rad/sec). As we move further up 
towards the blue and dark blue color regions the vehicle stability increases to unacceptably high 
levels. Too much stability hurts maneuverability, and requires bigger and more powerful control 
effectors. 

In Figure 7.4 the trajectory begins in the lower right-hand corner where the vehicle is slightly 
unstable at Mach=4.5, and α=-1.7°. The color coding in the regions surrounding the trajectory 
show the value of the pitch stability parameter as a function of Mach and alpha. Initially, at high 
Mach the trajectory is in a statically unstable (divergent) region with a time-to-double amplitude 
T2=0.67 (sec). It briefly passes through a neutrally stable region (white) at Mach 3.7 and it crosses 
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into the stable region (green). The short period oscillations peak to 4 (rad/sec) in the cyan region. 
It shouldn't be difficult to modify the trajectory to avoid the cyan region but it is not necessary 
because the stability is acceptable. It remains acceptably stable all the way to landing in the upper-
left corner, where α=5.3°, and Mach=0.2, close to neutrally stable. 

 

Figure 7.4 Contour Plot showing the Pitch Stability parameter along the trajectory as a function of Mach and Alpha. 
The trajectory initially passes through a region of instability and becomes stable below Mach 3.6 
 
From the menu bar located above the plot, click on "Exit Plots" to return to the contour plots 
menu. From the contour plots menu select the second option to plot the lateral stability 
parameter T2-inverse as it was defined in Equation 3.18. The color coding is the same as in the 
pitch stability parameter. The vehicle is more stable in the lateral direction, but it does not exceed 
the acceptable stability range. The maximum Dutch-roll resonance is at 3.2 (rad/sec). The user may 
click at a point on the black trajectory curve and a display appears showing some important 
trajectory parameters that correspond to the selected point. Click on "Exit Plots" to return to the 
Contour Plots menu. 
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Figure 7.5 Contour Plot showing the Lateral Stability parameter along the trajectory as a function of Mach and 
Alpha. 

From the contour plots menu we may now select the third option which is the "Lateral Control 
Departure Ratio (LCDP)" parameter, shown in Figure 7.6. The LCDP ratio was described in Section 
3.3. Figure 3.3 shows the acceptable and unacceptable regions in the LCDP ratio as it was 
described in Section 3 and it is repeated here. The color coding for the LCDP ratio is different from 
the coding used in the stability plots. The color coding of the various LCDP regions is defined on 
the right side of Fig. 7.6 and in Figure 7.7. The unacceptable (red) region is in the middle, and it 
must be avoided because this is where the aileron to roll-rate transfer function (3.29) becomes 
weak and the aileron is not reliable for roll control, because it may change sign and reverse control 
due to aero uncertainties. White is an ideal LCDP value because the roll/ yaw coordination is 
perfect.  
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Figure 7.6 The LCDP ratio shows excellent roll performance across the entire Mach versus Alpha region 
 
 

The vehicle roll performance may also be acceptable in the dark-colored regions (grey, dark-
yellow, dark-cyan, and dark-blue) by using reverse roll control. The often transitioning, however, 
between the light and dark regions is undesirable and requires RCS thrusters. In Figure 3.3, the 
regions on the left side of the vertical axis demonstrate lateral instability that is usually 
undesirable, unless the vehicle actuators are exceptionally fast. The purple/ magenta areas near 
the vertical axis (both dark and light) should also be avoided because the beta transients are too 
big in those regions. The LCDP ratio contour plot in our hypersonic vehicle example in Figure 7.6 is 
almost ideal. There are no bad regions, no control reversals (red) across the field and the locus is 
close to perfect coordination along the entire trajectory. 
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Figure 3.3 Regions of the LCDP Ratio 

We now return to the contour plots menu and select the last option that analyzes the effectors 
authority to control the vehicle against wind disturbances as it was described in equation 3.24. The 
effectors are evaluated as a system combined together by the mixing-logic matrix. The control 
authority, therefore, strongly depends on the Kmix selection. In the beginning of the analysis we 
were asked to define the magnitudes of αmax and bmax dispersions from trim. They define the 
magnitude of the disturbance that the vehicle may experience due to winds or maneuvering. The 
control authority (or effort) in a certain direction is measured by the ratio of the control used 
against the dispersion divided by the maximum control authority available in that direction. The 
magnitude of this ratio should obviously be less than 1, or even better, less than 0.5, to allow 
some control availability for other functions, such as gusts, commands etc. The color coding used 
in the control authority plots is different from the previous color codes. There are obviously two 
control saturation limits, a positive limit of +1, and a negative limit of -1, corresponding to brown 
and dark blue colors respectively. White corresponds to regions where the control effort is very 
small and it happens when the vehicle is close to neutral stability.  
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Figure 7.7 Color Coding of the LCDP Contour Plots showing the Acceptable and Unacceptable Regions of the LCDP ratio. The dark 
color regions below the horizontal axis require Roll-Reversal. 
 
 

The next 3 contour plots show the pitch, roll, and yaw control effort parameters. When the vehicle 
is stable, an increase in alpha due to a strong wind shear will have a tendency to deflect the 
controls in the negative direction towards the yellow, greenish, blue colors and the pitch control 
will saturate when it reaches the -1 (dark blue) limit. When the vehicle is statically unstable the 
controls will rotate in the opposite direction towards the orange, red, magenta numbers and it will 
saturate when it reaches the +1 (brown) limit.  
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The ideal value of the control effort parameter should be in the white region which indicates that 
very little control power is needed to oppose the disturbance moments caused by an alpha/ beta 
wind-shear disturbance. The pitch effort plot shows that since our trajectory is initially stable and 
close to neutrally stable (in the high Mach and low alpha region) it requires very little negative 
effort (light yellow) to trim the αmax dispersion. Near the end of the trajectory and before landing 
(in the low Mach and high alpha region) the control effort is very low (white). In the intermediate 
Mach range between Mach# (1 to 3) where the vehicle is unstable the control effort against the 
αmax dispersion is in the positive direction and the pitch control effort reaches 0.3 which is still very 
good. The roll control effort contour plot is not very different. It shows the amount of effort 
required to counteract against the bmax dispersion. The user must click on the "Next Plot" option at 
the top menu bar to show the next plot, or click on "Exit Plots" to return to the previous menu. 
The yaw effort is negative in the entire Mach versus alpha range because the vehicle is always 
stable. If you click on the trajectory curve (black line), a pop-up display appears showing some of 
the important trajectory parameters corresponding at the selected point.   
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Flight vehicles are usually controlled in 3 rotational directions: roll, pitch, and yaw. In the static 
sense controllability is interpreted as the ability of the vehicle to respond against environmental 
disturbances and to maintain a steady attitude. In other words, it is the ability of the effector 
system to produce enough torque to counteract against the torque produced by the estimated 
external disturbances. Maneuverability on the other hand is the ability of the effector system to 
produce sufficient acceleration and fast in order to prevent the vehicle from diverging as a result 
of a wind disturbance or dispersion in the angle of attack. It is also defined by the vehicle capability 
to change directions and it is measured by comparing the achievable vehicle acceleration per 
acceleration demand against the acceleration per alpha or beta dispersions. 

 

Figure 8.1 Variation in the Angle of Attack ±αmax Requires Variations in Elevon Deflection δ±Qmax to Trim 
 
Figure 8.1 shows a statically stable vehicle that is trimmed at an angle of attack α0. The aero-
surface deflection to balance the pitch moment is at δTrim. If the magnitude of the velocity V0 
increases or if the direction of the velocity changes to (α0+αmax), in order to maintain the same 
pitch attitude the Elevon deflection angle must change to δ+Qmax. In contrast, if the velocity is 
reduced or if the direction of the velocity changes in the opposite direction to (α0-αmax) the Elevon 
rotation must also change to δ-Qmax in order to balance the pitch moment and to maintain the 
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same pitch attitude. If a wind disturbance causes a variation in the velocity vector and changes the 
angle of attack by an amount ±αmax from its trim value α0, then the vehicle must have enough 
control authority to counteract the moment variation by rotating the Elevon from δTrim to δ+Qmax or 
δ-Qmax. 

To analyze static controllability in one direction, for example in pitch, we compare the maximum 
moments produced by maximizing the control effectors deflections from trim, against the moment 
generated by a dispersion αmax of the angle of attack from trim α0. The pitch moment at trim is 
zero. In Figure 8.2 the blue vector Mδ+Qmax is the pitch moment generated when the elevon 
deflection is maximized in the positive direction to δ+Qmax from δTrim, and the vector Mδ-Qmax is the 
pitch moment generated in the opposite direction when the elevon deflection is maximized to 
δ−Qmax from δTrim. The red vector M+αmax is the moment generated by a positive variation in the 
angle of attack +αmax, and the vector M-αmax in the opposite direction is the moment generated by 
a negative variation in the angle of attack -αmax from trim α0. In order for the vehicle to maintain 
its attitude in the presence of alpha variations and to be able to balance the pitch moment we 
obviously want the blue control vectors to be greater than the red disturbance vectors caused by 
the αmax variations. 

 

Partial vector diagrams are used to measure vehicle controllability and its maneuverability in 
terms of gains per variations rather than comparing maximum magnitudes. They compare the gain 
of the control partial Mδ against the gain of the disturbance partial Mα. In the pitch case it is the 
rate of change of the pitch control moment per elevon deflection δQ against the rate of change of 
pitch moment per α variation, and we obviously want the magnitude of the control partial Mδ to 
be greater than the partial of the moment due to alpha Mα. However, those two partials cannot be 
compared directly because they are different. One is moment per effector deflection and the 
other one is moment per angle of attack, and one of them must be scaled. For controllability we 
want the control torque to be greater than the worst case disturbance torque and we must scale 
the Mα partial by multiplying it with the ratio of (αmax / δmax) and obviously this vector should be 
smaller than the control partial.  
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Figure 8.3 Vector Partials in Pitch, Control Moment per Demand against Moment per Alpha Variation 
 

For good maneuverability we want the response of the control system, that is, the rate of change 
of the control torque MδQ, to be greater than the torque rate of change due to 𝛼̇𝛼, and we must 
therefore scale the Mα partial by multiplying with the ratio of (𝛼̇𝛼𝑚𝑚𝑚𝑚𝑚𝑚 𝛿̇𝛿𝑚𝑚𝑚𝑚𝑚𝑚⁄ ) and obviously this 
vector should be smaller than the control partial in both cases 

Vector diagrams are a graphical tool that we use to compare controllability and maneuverability of 
a flight vehicle at a fixed flight condition against the effects of aerodynamic disturbances. They are 
two dimensional plots that analyze the vehicle response in two directions by comparing the 
control moments, forces, and accelerations generated by the effector system, for example, in roll 
and yaw, or in pitch and normal acceleration, against the moments, forces, and accelerations 
generated by a wind shear disturbance along the control directions. They examine if the vehicle 
has enough control authority to oppose the effects of a disturbance along the control directions. 
The vehicle is trimmed at a certain α0 and b0 incidence angles and the effectors are at trim 
positions δTrim. An aerodynamic disturbance on the vehicle is defined by the maximum dispersions 
in the angles of attack and sideslip (±αmax and ±bmax), relative to the trim alpha and beta positions 
α0 and b0 defined in the trajectory and also by variations in the airspeed ±vmax relative to V0. They 
also measure maneuverability since the dispersion angles αmax and bmax may be due to 
maneuvering. Vector diagrams compare not only magnitudes but they also allow us to examine 
the direction of the vehicle response to the controls and compare them against the disturbance 
directions. They helps us analyze the orthogonality of the effector system by comparing the 
moments, forces, or accelerations of the controls against those generated by the wind disturbance 
and to determine if the controls are powerful enough and pointing in the proper directions to 
override the disturbance forces along the control directions. 
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The vehicle effectors are analyzed as a system consisting of different types of effectors, such as 
TVC engines, thrust varying engines, aerosurfaces, and reaction control RCS jets, which are 
combined together by the mixing logic matrix to control certain directions as commanded by the 
flight control system FCS. Aerodynamic Uncertainties can also be included in the vector diagrams 
and they are represented by rectangles centered at the vector tips. They help the analyst to 
determine if the accuracy of the aero-data is sufficient for trim or control design, and perhaps 
request either more accurate aero data or airframe modifications. Vector diagrams are obviously 
an open-loop static analysis of the airframe alone at a specific flight conditions and it is not related 
to control analysis. They are limited to two directions and since there are more than 2 control 
directions to analyze, we typically need several plots in each study to analyze control authority in 
multiple directions. For example, roll and yaw moments or accelerations, or pitch moment and 
axial force, or pitch moment and normal z-force, depending on the controlled axes. 

 

Figure 8.4 Elements used for Analyzing Vehicle Controllability by means of Vector Diagrams 
 
Figure 8.4 shows the elements used to calculate the vector diagrams. On the left side we have the 
control demands δFCS which are generated by the flight control system. They demand vehicle 
acceleration in certain directions, mainly in roll, pitch, and yaw, and possibly in some of the 
translational directions. The mixing logic matrix translates the acceleration demands to effector 
displacements or throttles δeffect. These are not the actual displacements but they are increments 
relative to their trim values δTrim and they are converted to control moment and force variations 
Mδ. The control moment and force vectors generate the vehicle accelerations, hopefully, in the 
proper directions demanded by the FCS. The disturbances are introduced at the bottom of Figure 
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8.1 by the maximum expected dispersions ±αmax and ±bmax from trim (α0 and b0). They generate 
the disturbance moments and forces vector Mα and disturbance accelerations. The vehicle must 
have sufficient control authority Mδ to overcome Mα at any given flight condition. In the following 
sections we shall describe four different types of vector diagrams used to address different aspects 
of static controllability.  

1. Maximum Moment and Force Vector Diagrams: They compare the maximum moments 
and forces produced by maximizing the controls, against the moments and forces 
generated by aerodynamic dispersions. 

2. Maximum Acceleration Vector Diagrams: They compare the maximum accelerations 
produced by maximizing the controls, against the accelerations generated by aerodynamic 
dispersions. 

3. Moment and Force Vector Partials: They compare the partials of moments and forces per 
acceleration demand in the control directions, against the partials of moments and forces 
per alpha or beta variation. 

4. Acceleration per Acceleration Demand Vector Partials: They present the partials of vehicle 
accelerations per acceleration demands in the control directions. 

 

8.1 Maximum Moment and Force Vector Diagrams 

The first type of vector diagram is the maximum moment and force diagrams. They compare the 
maximum control authority of the effectors system against the disturbance moments and forces 
generated by the ±αmax and ±bmax dispersions from trim. We plot the maximum control moments 
and forces generated by the effectors system in two directions and compare them against the 
moments and forces generated by the α and b dispersions. The control moments and forces are 
calculated by maximizing the flight control demands to their saturation limits in both, positive and 
in the negative directions relative to δTrim. The FCS demand in one of the control directions is 
maximized when at least one of the effectors saturates. It is not sufficient to show only the 
maximum moment/ force generated when the demand is maximized in the positive direction 
δ+max, because the efficiency of the effectors is not necessarily symmetric in both directions, plus 
they are not trimmed exactly at the mid-point between the two saturation limits. We therefore 
plot the peak moments and forces produced by maximizing the controls in both, positive and 
negative directions from trim. 
 
In the same diagram, we also plot vectors of the maximum moments and forces produced by the 
dispersions: ±αmax and ±bmax. They define our design requirements for controllability and 
maneuverability that the vehicle must be able to withstand. The control vectors are compared 
against the disturbance vectors in order to analyze the vehicle capability to react against the worst 
case disturbances. 
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Equation 8.1 is the same as 3.10, and denotes maximum moments and forces produced when the 
flight control demands saturate in two opposite directions. That is, when it is maximized in the 
positive δ+Max or in the negative δ−Max directions.  
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Equation 8.1 Maximum Moments and Forces Produced when the Controls are Maximized in two Opposite 
Directions 
 

We will illustrate the maximum Moment and Force vector diagrams by two examples, where the 
moments and forces are represented by non-dimensional coefficients. The vector type is selected 
from the horizontal menu bar located at the top of the vector diagrams window. You must click on 
"Select Vector Diagrams" and then from the vertical menu below it, select "Maximum Moment 
and Force Vector Diagrams".  

Figure 8.5 is a CZ versus Cm vector diagram. It shows the maximum pitching moment and maximum 
normal force (non-dimensional) that can be attained by maximizing the pitch control in the 
positive and also in the negative directions relative to trim positions. This vehicle has only one 
longitudinal pitch control, and there is no control in the Z-axis. The red vectors also show the 
maximum moment and force generated by the ±αmax dispersion from trim. At trim the normal 
force is negative at CZ=-0.45 because α0>0. The solid red vector is when alpha increases to 
(α0+αmax). It generates negative pitching moment and force (up). The dashed red vector is when 
alpha changes to (α0-αmax). The rectangles centered at the tips of the vectors represent the 
possible variations of the vectors due to the aerodynamic uncertainties. The control pitch moment 
is obviously much greater than the maximum dispersion moment in this case. 
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Figure 8.5 Vector Diagram of Pitch Moment and Normal Force from Maximum Pitch Control against those 
from ±αmax Dispersion 
 

Figure 8.6 shows a vector diagram of roll and yaw moments where we plot the non-dimensional, 
Cl versus Cn moments. The blue and green vectors are roll and yaw moments produced by 
maximizing the FCS demands. The solid blue vector corresponds to maximum positive yaw FCS 
demand δR+FCSMax and the dashed blue vector in the opposite direction corresponds to maximum 
negative yaw demand δR-FCSMax. Similarly, the green vectors represent the moments generated by 
maximizing the roll FCS demands in two opposite directions δP+FCSMax and δP-FCSMax.  
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The control vectors are pointing in the commanded directions but there is some cross-coupling 
between the axes. The yaw control vector slightly couples into roll but the roll control has a bigger 
component in the yaw direction. This coupling is intentionally created by the mixing logic matrix 
which attempts to provide lateral decoupling to compensate against the cross-product of inertia 
Ixz. For good controllability the two control vectors should be almost orthogonal to each other and 
their magnitudes exceeding the magnitudes of the disturbance vectors, such as in this illustration. 

 

Figure 8.6 Maximum Roll and Yaw Moment generated by Maximizing the Roll and Yaw Control Demands against the 
Moments produced by Maximum Sideslip Dispersion ±bmax. 
 
The two red vectors represent the roll and yaw moments generated by variation in the velocity 
vector which is defined in terms of dispersions in the angles of attack and sideslip: ±αmax and ±βmax 
from their trim positions. The dispersion angles define the worst case wind-shear or 
maneuverability requirement and they typically vary between ±2° to ±5° from trim, depending on 
the flight condition. The solid red arrow in Figure 8.6 shows that the yaw moment increases when 
the angles of attack and sideslip are increased from α0 to (α0 +αmax), and from b0 to (b0 +bmax). The 
effect is mainly due to the sideslip and demonstrates that the vehicle is statically stable in yaw 
because it creates a yawing moment towards the airflow. The dashed red vector shows the 
moments when the angles of attack and sideslip are reduced from α0 to (α0 -αmax) and from b0 to 
(b0 -bmax), where btrim=0 in this case.  
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The square rectangles at the tip of the vectors represent the effects of the aerodynamic 
uncertainties. Their size is proportional to the uncertainty. The uncertainties are read from the 
uncertainties file that has an extension (.Unce). It is not necessary to provide an uncertainties file, 
and if this file is not available only the vectors will be shown without the rectangles at their tips. 
The uncertainty rectangles represent the possible variations of this vector due to the uncertainty 
in the aero coefficients (Cl and Cn). The yellow rectangles at the tips of the yaw control vectors 
δR±FCSMax represent possible variations due to the uncertainties in the aerosurface derivatives, 
which are mainly in the rudder Cnδrudd, but also the aileron Cnδailr is contributing because they are 
combined for yaw control. Similarly, the cyan rectangles at the tips of the roll control vectors 
δP±FCSMax represent variations in the roll vector caused by the uncertainties in the aerosurface 
derivatives, mainly in aileron Clδailr, but also in the rudder Clδrudd because they are both contributing 
for roll control. The uncertainty rectangles should be sufficiently small to preclude the possibility 
that the disturbance moments may be stronger than the control moments in either direction. 

The vector diagram in Figure 8.7 analyzes the longitudinal controllability of an accelerating vehicle 
that possesses pitch and axial acceleration control. The blue vectors show the maximum pitching 
moment Cm, axial CX, and CZ forces produced by maximizing the pitch control demand in the 
positive δ+QFCS Max direction (solid blue line) and also in the negative δ-QFCS Max direction (dotted blue 
line). The two green control vectors pointing up and down along the axial force direction are the 
moment and x-force produced by varying the engine thrust relative to nominal thrust. The solid 
green line is when the axial acceleration demand is at maximum positive δ+XFCSMax, and the dotted 
green line is when the axial acceleration demand is at maximum negative δ-XFCSMax. Notice that the 
pitch control vectors are pointing mostly toward the ±pitch directions and the axial control vectors 
affect mostly the ±X force, and there is minimal amount of cross-coupling between the two control 
directions. Positive pitch control δQFCS also produces positive Z-force CZ because of the rotation of 
the TVC engines. The diagram shows that the vehicle in this flight condition is accelerating under 
constant thrust and at trim the axial and Z forces are biased at CX0=0.128 and CZ0=-0.4. By 
throttling CX can be varied between 0.09 and 0.20. Notice that the controls are not symmetric 
relative to trim. The asymmetry in the x-axis control is due to the trimming conditions. There is 
more force availability when applying a maximum positive throttle δX+FCS_Max than a negative force 
to slow it down when applying max negative throttle δX-FCS_Max. There is asymmetry also in the 
pitch direction. The negative pitch control moment produced when applying max negative pitch 
demand δ-QFCSMax is greater than the moment produced when applying max positive pitch demand 
δ+QFCSMax. This is because the vehicle is statically unstable in this flight condition and it is flying with 
a negative α and it is, therefore, easier to rotate and accelerate in the negative direction than to 
rotate in the positive direction. Figure 8.7 also shows the moment and force produced due to the 
maximum variations in the angle of attack ±αmax from trim α0. An increase in alpha causes an 
increase in pitching moment and a further negative normal force (up). 
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Figure 8.7 Longitudinal Vehicle Controllability Demonstrated in the Maximum Pitch and Maximum Axial and Normal 
Force Vector Diagram 
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8.2 Maximum Acceleration Vector Diagrams 

In some applications it may be more appropriate to plot the accelerations generated by the 
controls or the dispersions rather than the scaled moments and forces. The maximum acceleration 
vector diagrams are very similar to the maximum moments and force diagrams. The only 
difference is that the moment vectors from equation 8.1 are scaled by dividing them with the 
moments of inertia dyadic matrix and the force vectors are divided by the vehicle mass to be 
converted to angular and linear accelerations, as shown in equation 8.2. 
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Equation 8.2 Angular and Linear Accelerations 

The maximum acceleration diagrams are also used in analyzing the effectiveness of the mixing 
logic matrix against disturbances in multiple directions. The vehicle effectors system may have 
accessibility to span more than 3 directions, including translational, and in theory, a mixing logic 
matrix can be designed to provide control in multiple directions. The practicality, however, of this 
design is evaluated by the capability of the effectors to maneuver and to react against 
disturbances which are defined by the variations: ±αmax, ±bmax and in airspeed ±Vmax. When the 
effector system attempts to spread its domain and attempts to control multiple directions, in 
general, it loses its overall effectiveness in some directions against aero disturbances. It may be 
more efficient when it controls fewer directions. 

Figure 8.8 shows a yaw versus 𝑦̈𝑦 vector diagram for a vehicle that in addition to roll and yaw 
control, it also has a side-force effector to compensate against lateral accelerations. The vertical 
green vectors show the positive and negative accelerations produced in yaw when the yaw control 
demand δR±FCSMax is maximized. The acceleration is entirely in yaw (as it should be) and the vector 
magnitudes are bigger than the yaw acceleration produced by ±bmax. The aero uncertainties in yaw 
are very small, and we should, therefore, expect a very good controllability in yaw. The horizontal 
blue vectors show the positive and negative accelerations produced when the side-acceleration 
control demand δY±FCSMax is maximized by throttling the reaction control jets affecting the 𝑦̈𝑦 
acceleration, as expected.  
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The red vectors show the effects in yaw acceleration 𝑅̇𝑅 in (rad/sec2) and in side-acceleration 𝑦̈𝑦 in 
(g), created when the vehicle is exposed to 2 degrees of ±bmax variation. Positive b generates 
positive yaw and a negative 𝑦̈𝑦 acceleration. The controllability, however, against ±bmax dispersions 
in the y direction is not as good as it is in yaw because the disturbance magnitude caused by the 
±bmax variation is almost as big as the side-force control magnitude. It implies that the vehicle 
requires bigger thrusters in the ±y direction. 

 

Figure 8.8 Maximum Yaw and Side-Force Accelerations generated by maximizing the Yaw Control and the Lateral 
Side-Force Throttle Control Demands against the Accelerations produced by Sideslip Dispersion ±bmax. 
 
 
Figure 8.9 is a maximum accelerations vector diagram of a launch vehicle in the longitudinal 
directions. All 3 longitudinal directions: pitch, normal, and axial accelerations are accessible and 
commanded by the effector system. The pitch acceleration is in (rad/sec2). The normal and axial 
accelerations are in g. The red vectors show the accelerations produced when the vehicle is 
exposed to 2° of ±αmax variation from trim. The horizontal blue vectors in the top diagram show 
the (𝑧̈𝑧 and 𝑄̇𝑄) accelerations produced by maximizing the pitch control (δQ±FCS Max), and it is mainly 
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in pitch. Their magnitudes exceed the pitching moment due to ±αmax variations, including 
uncertainties. Also the horizontal blue vectors in the bottom diagram show the (𝑧̈𝑧 and 𝑥̈𝑥) 
accelerations produced by maximizing the axial throttle control (δX±FCS Max), and it is mainly in the 
x-axis. Their magnitudes also exceed the acceleration variations due to ±αmax. The green vector 
shows the effects of maximizing the ±z acceleration demand (δZ±FCS Max) by firing the RCS jets in the 
±z direction. The RCS throttle control provides some acceleration in z but its controllability is 
insufficient to overcome the ±αmax dispersion red vector. The uncertainty rectangles centered at 
the tips of the vectors denote the possible spread of this vector due to the aerodynamic 
uncertainties. 

 

Figure 8.9 Maximum Pitch, Normal, and Axial Accelerations produced by Max Controls in all 3 Directions against 
Accelerations produced by Alpha Dispersion ±αmax 
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8.2.1 Maximum Accelerations due to Air-Speed Variation vmax 

Similar to analyzing the effectors control capability against αmax and bmax dispersions, we can also 
compare the capability of the effector system against disturbances generated by air-speed 
variations relative to V0. Flixan calculates the maximum moments, forces or accelerations 
generated by the maximum air-speed variation ±vmax and plots them against the controls. The 
figure below is from a launch vehicle example that has pitch TVC control and axial acceleration 
control by varying the thrust. It is trimmed at 2.45 g acceleration due to the main engine thrusting 
and it can change its acceleration from δX-FCSMax=1.85 g to δX+FCSMax=2.72 g by throttling the 
engines (green vectors). It can also change its pitch acceleration by gimbaling the TVC engines 
from δQ-FCSMax to δQ+FCSMax (blue vectors). The diagram below compares the control accelerations 
against the accelerations generated by the airspeed variations. The red vectors show the pitch, 
axial, and normal accelerations generated by positive and negative airspeed variations ±vmax 
relative to V0. This vehicle is statically unstable and it is flying with a positive α0. An increase in the 
airflow due to wind +vmax, therefore, produces a positive pitching moment, a negative z-
acceleration (upwards), and a negative x-acceleration (more drag). In this example, the pitch and 
axial controls are more powerful than the disturbance and they can compensate against the ±vmax 

variation. 
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8.3 Moment and Force Vector Partials 

The two previous vector diagrams analyze the control authority of an effector system in terms of 
its maximum control capability against maximum steady-state wind-shear disturbances defined in 
terms of maximum aerodynamic angle dispersions and airflow variations from trim. The partial 
vector diagrams measure gains. They compare the controllability gain of the open-loop effector 
system against disturbability gain, that is, sensitivity to aerodynamic disturbances. The control 
partial measures the moment or force produced per acceleration demand in a certain direction. 
The disturbance partial measures the moment or force produced per alpha variation in pitch or 
per beta in the lateral axes. The partial vector diagrams compare the moment partials per flight 
control acceleration demands: [CmδQ, CnδR, ClδP]FCS per (rad/sec2) or the force partials per 
translational acceleration demands: [CXδX, CYδY, CZδZ]FCS per (g), against the moment and force 
partials the base vehicle per alpha and beta angles [Cmα, Cnb, Clb, Czα, Cyb] per degree. The 
control and disturbance partials are plotted together in 2-dimensional vector diagrams because 
their relative size and directions are important for control design.  

Since the flight control demands (δP, δQ, δR, δX, δY, δZ)FCS are defined in vehicle body frame, instead 
of the classical (δelevon, δaireron, δrudder) definition, for good controllability we would like to see the 
control moment and force vector partials to be greater in magnitude along the control directions, 
than the moment and force partials per alpha and beta variations. These partials, however, cannot 
be compared directly because they are different in nature and units. They must be properly scaled 
in order to be associated in the same diagram.  

For example, let us consider the pitch moment equation: 𝐼𝐼𝜃̈𝜃 = 𝑀𝑀𝛼𝛼𝛼𝛼 + 𝑀𝑀𝛿𝛿𝛿𝛿. A good test for pitch 
controllability is to compare the magnitudes of the partials 𝑀𝑀𝛼𝛼and 𝑀𝑀𝛿𝛿. However, they cannot be 
compared directly because they are of different substance. The first one is moment per degree of 
alpha and the second one is moment per angular acceleration demand in (rad/sec2). For the 
vehicle to have good controllability we would like the 𝑀𝑀𝛿𝛿𝛿𝛿 term to be sufficiently greater than the 
𝑀𝑀𝛼𝛼𝛼𝛼 term. This is possible when the control contribution due to δmax is greater than the 
aerodynamic disturbance due to αmax. One way to make the control versus alpha partials 
comparable is to scale the magnitudes of the alpha variation vector by multiplying them with 
(𝛼𝛼𝑚𝑚𝑚𝑚𝑚𝑚 𝛿𝛿𝑚𝑚𝑚𝑚𝑚𝑚⁄ ). This scaling allows us to compare the two vector partials and to quantify 
controllability versus disturbability by their relative size and direction. Obviously, the control 
vector partials should be greater than the scaled moment or force partials per α or b variation. 
One might argue that the torque rates rather than the maximum torques are more important in 
this comparison, especially when you have a divergent vehicle, in which case we would like the 

maxδδ
M term to be greater than the maxaa M term, and the scaling factor in this case should be:

( )maxmax δa  , where the max actuator rate is defined in the actuator specs and the max vehicle rate 

can also be estimated. 
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Let us consider, for example, in Figure 8.10 the partials in two longitudinal directions for a vehicle 
that has pitch control and also axial force control by means of thrust variation or a speed-brake. 
The nearly horizontal pitch control blue vector (𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚 ,𝐶𝐶𝑋𝑋𝑋𝑋𝑋𝑋) represents the pitch moment and axial 
force partials per pitch control acceleration demand δQFCS. Similarly, the almost vertical axial force 
control green vector (𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚,𝐶𝐶𝑋𝑋𝑋𝑋𝑋𝑋), represents the pitch moment and axial force partials per axial 
acceleration demand δXFCS. The partials are calculated at a trim flight condition. The (𝐶𝐶𝑚𝑚𝑚𝑚 ,𝐶𝐶𝑋𝑋𝑋𝑋) red 
vector corresponds to the pitch moment and x-force partials per alpha and it is scaled as shown in 
equations (8.1 & 8.2). This vehicle has a negative Cmα that indicates that it is statically stable, and 
also a negative CXα that causes an increase in aft force due to α. The 𝐶𝐶𝑚𝑚𝑚𝑚 component in this vector 
is scaled by multiplying it with (𝛼𝛼𝑚𝑚𝑚𝑚𝑚𝑚 𝛿𝛿𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄⁄ ) so that it can be made comparable with 𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚, and 
the 𝐶𝐶𝑋𝑋𝑋𝑋 component is scaled by multiplying it with (𝛼𝛼𝑚𝑚𝑚𝑚𝑚𝑚 𝛿𝛿𝑋𝑋𝑋𝑋𝑋𝑋𝑋𝑋⁄ ) so that it can be made 
comparable with 𝐶𝐶𝑋𝑋𝑋𝑋𝑋𝑋, and plotted on the same scale. For good controllability in both axes, the 
directions of the control moment and force partials (blue and green vectors) should be pointing 
towards their intended directions and their magnitudes should be greater than the scaled moment 
and force partials per alpha variation (red vector). That is, the pitch control CmδQ should be greater 
than Cmα(𝛼𝛼𝑚𝑚𝑚𝑚𝑚𝑚 𝛿𝛿𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄⁄ ) and the axial control CXδX should greater than CXα(𝛼𝛼𝑚𝑚𝑚𝑚𝑚𝑚 𝛿𝛿𝑋𝑋𝑋𝑋𝑋𝑋𝑋𝑋⁄ ). 

 

Figure 8.10 Partial Vector Diagram of Pitch Moment and Axial Force per: control, and per alpha 
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A similar vector diagram is shown in Figure 8.11 which is a roll/ yaw moment partials vector 
diagram in the lateral directions.  We plot the roll and yaw control partials (blue and green 
vectors) against the disturbance partials per beta variation: (𝐶𝐶𝑙𝑙𝑙𝑙 ,𝐶𝐶𝑛𝑛𝑛𝑛) red vector. The blue vector 
represents the roll/yaw moment partials per yaw control demand (𝐶𝐶𝑙𝑙𝑙𝑙𝑙𝑙 ,𝐶𝐶𝑛𝑛𝑛𝑛𝑛𝑛). This vector is nearly 
horizontal indicating that the yaw control demand δRFCS affects mainly the yaw direction with very 
little coupling in roll. Similarly, the vertical green vector represents the moment partials per roll 
control demand (𝐶𝐶𝑙𝑙𝑙𝑙𝑙𝑙,𝐶𝐶𝑛𝑛𝑛𝑛𝑛𝑛). This vector is almost vertical indicating that roll control demand δPFCS 
produces mostly a roll torque with very little coupling in yaw. The (𝐶𝐶𝑙𝑙𝑙𝑙 ,𝐶𝐶𝑛𝑛𝑛𝑛) vector is scaled as 
shown in equation 8.4, in order to be made comparable with the control partials.  
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We should expect the magnitudes of the two control partials to be greater than the scaled partials 
per beta variation in both: roll and yaw directions. For good roll controllability the magnitude of 
𝐶𝐶𝑙𝑙𝑙𝑙𝑙𝑙 should obviously be greater than 𝐶𝐶′𝑙𝑙𝑙𝑙 and for good yaw controllability the magnitude of 𝐶𝐶𝑛𝑛𝑛𝑛𝑛𝑛 
should be greater than 𝐶𝐶′𝑛𝑛𝑛𝑛 as shown in equations (8.3 and 8.4).  

In Figure 8.11 the two control partials are almost orthogonal and they do not couple much into 
each other’s direction, as they should be. The yaw control partial (blue vector) is pointing mainly in 
yaw, and the roll control partial (green vector) is pointed mainly in the roll direction. This is 
because the two axes are nearly decoupled by the mixing-logic matrix. In this type of diagrams we 
don't need to show negative directions since we are dealing with partials. 
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Notice that the yaw control partial CnδR is an order of magnitude bigger than the roll control 
partial ClδP, because the roll moment of inertia in this vehicle is much smaller than the yaw 
inertia, plus this vehicle requires greater controllability in yaw. Notice also that there are two roll 
and yaw moment partials per beta (𝐶𝐶′𝑙𝑙𝑙𝑙 ,𝐶𝐶′𝑛𝑛𝑛𝑛), (red vectors). They correspond to two different 
dispersions. The solid red vector represents (Cnb & Clb) at (α0+αmax and b0+bmax) and the smaller 
dashed red vector is calculated at (α0-αmax and b0-bmax). This captures the variation of (Cnb & Clb) 
over the entire range of alpha and beta variations. The disturbance partials (red vectors) are 
smaller than the control partials in both directions, as they should be, and this is an indication that 
the vehicle has good controllability against the expected lateral disturbances. 

 

Figure 8.11 Partials of Roll and Yaw Control Moments versus Partials due to Beta  
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The square rectangles which are centered at the tip of the vectors represent the effects of the 
uncertainties in the aero derivatives. The uncertainties in Cnb and Clb are shown by the red 
rectangles at the tips of the red vectors. The uncertainties in the control surface derivatives are 
initially defined for each individual aerosurface, as a function of aerosurface deflection. They are 
converted from individual aerosurfaces to uncertainties per flight control axis demands: 
δClδP, δClδR, δCnδR, δCmδQ, etc. which requires involvement of the mixing logic. For example, the 
yellow rectangle at the tip of the blue (CnδR, ClδR) vector represents the possible variations of this 
vector partial due to the combined uncertainties of all aerosurfaces that contribute in yaw control. 
Similarly the cyan rectangle at the tip of the green (CnδP, ClδP) vector represents the possible 
variations of this vector partial due to the combined uncertainties of all aerosurfaces that 
contribute in roll. Equations (8.8 and 8.9) describe how we combine the uncertainties from the 
individual aerosurfaces using the mixing logic matrix. 

8.3.1 Control versus Airspeed Variation Partials 

The airspeed variation vector partials are similar to the α and b partials. In this case we compare 
the control moment and forces per control demand against the partials of moments and forces per 
variation in airspeed. When we plot two different vector types in the same diagram we must scale 
one of them in order to make them comparable. For example, in a launch vehicle that has pitch 
and axial acceleration controls we must scale the partials of pitch moment and axial force per 
velocity variation to make them comparable with the control partials, as shown in the equation 
below. 
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This scaling allows us to compare the pitch control partials {CmδQ, CXδQ, CZδQ} and the axial force 
control partials {CmδX, CXδX, CZδX} against the partials per velocity variation {CmδV, CXδV, CZδV}. 
Otherwise, we can’t compare them because they are composed of different units. We typically like 
to see the control partials to be at least twice bigger than the scaled disturbance partials, as shown 
in the launch vehicle example below. 
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Figure 8.12 Partials of Pitch Moment, Normal and Axial Forces; Control versus Airspeed Variation Partials 
 
The partial vector diagrams in Figure 8.12 compare the pitch and axial control partials (blue and 
green vectors) for a launch vehicle that is statically unstable and has a positive angle of attack α0, 
against the moment and force partials per airspeed variation (red vectors). The red vectors are 
scaled as shown in equation. The vector diagram illustrates that a pitch control demand variation 
δQFCS (blue vector) generates mainly a pitching moment CmδQ, as expected, and it does not couple 
in the axial direction. It generates also a positive z-force CZδQ. This is because the engines pivot 
negative (up) to generate the pitch moment and they also produce a +z force. Similarly, the axial 
control demand variation δXFCS (green vector) generates an axial force CXδX by throttling the 
engines and it does not couple in the pitch direction, as expected. The scaled red vector is the 
moment and force partials per airspeed variation. An increase in airspeed causes: a positive 
pitching moment, a negative z-force (up), and a reduction in x-force (more drag). The control 
partials are sufficiently greater in magnitude than the velocity partials, as they should be, in order 
to be able to compensate against airspeed variations. 
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8.4 Acceleration per Acceleration Demand Vector Partials 

The fourth type of vector diagrams are partials of accelerations achieved in two control directions 
per accelerations demanded by flight control in the same directions. They are used for analyzing 
the vehicle open-loop maneuverability in certain directions by the magnitude and direction of the 
vehicle response in the control directions relative to the commands. When the mixing-logic is 
properly designed the vector partial of acceleration per acceleration demand should be pointing 
towards the demanded direction and its magnitude should be close to unity. This, however, is not 
a strict requirement but only a guideline because the closed-loop control system compensates for 
the imperfections in the mixing logic. 

In the ideal situation, the open-loop plant is diagonalized by the mixing-logic matrix (Kmix) and the 
transfer path between the acceleration demands to vehicle accelerations becomes the identity 
matrix. It means that the vehicle accelerations become equal to the accelerations commanded by 
the control system. The controls are unit vectors pointing towards the commanded directions and 
are orthogonal to each other, meaning that they are perfectly decoupled from each other. This 
ideal situation of perfect plant diagonalization, however, is not possible to achieve at all times 
because the vehicle parameters are continuously changing, but a certain amount of diagonal 
dominance in the controlled directions should at least be attained by the mixing logic because it 
makes the control system design more efficient. The acceleration partials are used to evaluate the 
efficiency of the effector mixing logic matrix in achieving the demanded accelerations and also an 
acceptable amount of decoupling between the control axes. 

Going back to Figure 8.4, the moments and forces on the vehicle generated by a flight control 
input is the vector 𝑀𝑀𝛿𝛿 = 𝐶𝐶𝑀𝑀𝐾𝐾𝑚𝑚𝑚𝑚𝑚𝑚𝛿𝛿𝐹𝐹𝐹𝐹𝐹𝐹 where δFCS is the control acceleration demands vector in 
(rad/sec2) for rotational and in (feet/sec2) for translational demands. The size of vector δFCS varies 
from three (for three angular accelerations) to six (including also translational acceleration 
demands). The matrix Kmix converts the flight control demands to effector deflections or throttle 
commands. The matrix CM converts the deflections to a vector of three moments in (ft-lb) and up 
to 3 forces in (lb). The rotational and translational accelerations of the vehicle are obtained by 
multiplying out the 3 matrices in equation 8.5. In the 6x6 mass-matrix, the 3x3 submatrix in the 
upper left corner is the vehicle inertias dyadic, and the vehicle mass along x, y, and z axes is in the 
lower right corner. The product of the 3 matrices in equation 8.5 is a matrix that its elements 
consist of the acceleration partials and its maximum dimension is: (6x6). 
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If we assume that the vehicle has sufficient effectors to span all control directions (three rotations 
and all three translations) and if the mixing logic matrix is properly designed to provide dynamic 
decoupling between the axes, based on the vehicle mass properties, geometry, and the effector 
parameters, the product of 3 matrices in equation 8.5 becomes the 6x6 identity matrix, and the 
accelerations achieved in all 6 directions will be equal to the accelerations demanded by the 
control system.  In general, however, some of the translational directions are not directly 
controllable by the FCS and some of the rows in equation 8.5 can be ignored because they are 
uncontrollable or weakly controllable, plus the mixing-logic is designed to affect mainly the 
controllable directions. In addition, the selection of the mixing-logic matrix is sometimes 
influenced by other performance factors, such as the LCDP performance, and it is not always ideal 
when analyzed from the acceleration partials point of view.  

Figure 8.13 is an example showing the accelerations per acceleration demands partials of a flight 
vehicle in the roll and yaw directions. The solid vertical vector pointing towards roll is the vehicle 
acceleration response per roll acceleration demand {𝑃̇𝑃/δPFCS, 𝑅̇𝑅/δPFCS}. The dominant component is 
in roll with some small coupling into yaw. The dashed horizontal vector pointing towards yaw is 
the vehicle acceleration response per yaw acceleration demand {𝑃̇𝑃/δRFCS, 𝑅̇𝑅/δRFCS} where the 
dominant component is in yaw with a small coupling into roll. The vector units are in (rad/sec2) per 
(rad/sec2).  

Both angular acceleration partial vectors are pointing towards their commanded directions. They 
are nearly orthogonal to each other which means, that they are almost decoupled and their 
magnitudes are close to unity as a result of the effector combination matrix. It is an indication that 
this vehicle almost perfectly achieves the accelerations demanded, open-loop, with a very small 
amount of cross-axes coupling. 
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Figure 8.13 Acceleration Partials Vector Diagram in Roll and Yaw showing small coupling between axes 
 
 
8.5 Converting the Aero Uncertainties from Individual Aerosurface Panels to Vehicle Axes 

In vector diagram analysis the control moments and force vectors for the combined effector 
system are calculated in vehicle axes. The uncertainties, however, are generated by the aero group 
for each individual control surface separately. When many aero-surfaces are used for multiple-
axes control, none of these surfaces are specifically dedicated to control a single axis. An 
acceleration demand is decoded by the mixing-logic matrix and is converted into multiple surface 
deflections. Since the vector diagrams are presented in vehicle axes the effects of the individual 
surface uncertainties must also be combined to uncertainties in vehicle axes. The uncertainties 
from each individual surface must, therefore, be transformed to moment, force, or acceleration 
uncertainties in body axes and summed up for all surfaces along the vehicle axes according to each 
surface’s participation in the control directions. Since the mixing-logic matrix defines the structure 
of the effectors combination, the selection of the (Kmix) matrix will also combine the aero-
uncertainties and determine the size of the uncertainty rectangles at the tips of the control vector 
diagrams. 
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We will now calculate the uncertainty rectangles in the control partial vector diagrams and also in 
the maximum control moment/ force vector diagrams from the uncertainties in the individual 
aero-surface derivatives. Let us consider a flight vehicle that is controlled by (n) aero-surfaces 
which are trimmed at a certain deflections vector: 𝛿𝛿𝑇𝑇 = (𝛿𝛿1 ⋯ 𝛿𝛿𝑛𝑛). The moment and force 
variations due to the individual aero-surface aerodynamic uncertainties are obtained from matrix 
equation 8.6, where each element of the matrix is an uncertainty in the moment/ force surface 
derivative. 
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The flight control system output demands are related to the individual aerosurface deflections by 
the mixing logic matrix as shown in equation 8.7, where (𝛿𝛿𝛿𝛿 𝛿𝛿𝛿𝛿 𝛿𝛿𝛿𝛿)𝐹𝐹𝐹𝐹𝐹𝐹 are the FCS rotational 
acceleration demands and (𝛿𝛿𝛿𝛿 𝛿𝛿𝛿𝛿 𝛿𝛿𝛿𝛿)𝐹𝐹𝐹𝐹𝐹𝐹 are the translational acceleration FCS demands.  
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The number of columns in matrix Kmix varies between 3 and 6, minimum 3 moments plus some 
translations if the flight vehicle has sufficient effectors to control multiple degrees of freedom 
including translations. By substituting equation 8.7 to equation 8.6 we obtain a relationship in 
equation 8.8 that calculates the moment and force uncertainties in body axes as a function of 
flight control demands. Note that the uncertainties are always positive and, therefore, the 
absolute value of Kmix is used in equation 8.8 to cover for the worst uncertainty combination. 
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After multiplying out the matrices in equation 8.8, and let us assume, for example, that together 
with the 3 rotations only one translational direction along x is directly controllable. The 
uncertainties matrix equation for the 4-dofs becomes. 
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Uncertainties in the Control Partials 

The uncertainties in the moment and force derivatives with respect to the flight control demands 
are obtained directly from the matrix elements of equation 8.9. For example, the uncertainty in 
the pitch moment derivative due to pitch demand (virtual elevon) is 𝛿𝛿𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚 = 𝛿𝛿𝛿𝛿𝑄𝑄 𝑄𝑄�𝑆𝑆𝑐𝑐̅⁄ . The 
uncertainty in rolling moment derivative due to roll demand (virtual aileron) is 𝛿𝛿𝐶𝐶𝑙𝑙𝑙𝑙𝑙𝑙 = 𝛿𝛿𝛿𝛿𝑃𝑃 𝑄𝑄�𝑆𝑆𝑆𝑆⁄ , 
and the uncertainty in rolling moment derivative due to yaw demand is 𝛿𝛿𝐶𝐶𝑙𝑙𝑙𝑙𝑙𝑙 = 𝛿𝛿𝛿𝛿𝑅𝑅 𝑄𝑄�𝑆𝑆𝑆𝑆⁄ , etc. 
These uncertainties are used in the partial moment per FCS demand or partial force per FCS 
demand vector diagrams. They define the size of the rectangles at the tips of the control vectors. 
The rectangles are also scaled proportionally to the vector magnitudes, as described in Figure 8.3, 
and equations (8.1 to 8.4). 

Uncertainties due to Peak Control Demands 

Having calculated the uncertainties in the control vector partials we can now extend the method 
to calculate the moment and force uncertainties when the flight control demands are maximized 
either in positive or negative directions. Equation 3.21 calculates the maximum acceleration that 
can be demanded by the flight control system (due to the effectors position limitations) along a 
controlled axis before at least one of the effectors saturates, for example, the max pitch control 
demand is: 

QMax
QMax QFCS

1
=+δ  

To calculate, therefore, the magnitude of the maximum moment (or force) uncertainty in a certain 
direction we must multiply the corresponding row in equation 8.9 with the maximum FCS demand 
applied in that direction. For example, the uncertainties in the pitch moment and in the x and z 
forces (non-dimensional) as a result of the uncertainties in the control surface coefficients, when 
the pitch control demand is at its maximum positive position, are obtained from equation 8.10a. 
The uncertainties in the same 3 directions when the forward acceleration demand is at its 
maximum positive position are calculated by equation (8.10b). Notice how they depend on the 
max demand. 
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Similarly in yaw, equation 8.11a calculate the uncertainty magnitudes in roll and yaw control 
moments and in side-force caused by uncertainties in the aerosurface coefficients, when the yaw 
control demand is maximized in the positive direction. Similarly, the uncertainties in the same 
coefficients are calculated when the roll demand is maximized in the positive direction, using 
equation 8.11b. 
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The above equations are used to calculate the uncertainties in the maximum control moment and 
force vector diagrams. They define the size of the uncertainty rectangles at the tips of the control 
vectors generated from a maximum control demand. Notice that the trim positions of the aero-
surfaces are not necessarily centered and the max deflection in one direction from trim is not 
necessarily equal to the max deflection in the opposite direction. For example, in equation 3.23b 
we proved that the peak FCS demand in the negative pitch direction is different than the max 
positive pitch FCS demand, and it is defined by equation 8.12, where UQmin is obtained from 
equation 3.19b. 

QMin
QMax QFCS

1
=−δ          (8.12) 

This means that the uncertainty rectangles around the tips of the control vectors generated from a 
peak negative control demand will be different from the rectangles at the tips of the control 
vectors generated from a max positive control demand, because the size of the two controls are 
different.  
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The uncertainties in the pitch moment and in the x and z forces as a result of the uncertainties in 
the control surface coefficients, when the pitch control demand is at its peak negative position are 
obtained from equation 8.13a, and the uncertainties in the same 3 directions when the forward 
acceleration demand is at its peak negative position are obtained from equation 8.13b.  
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Similarly, the uncertainties in the lateral coefficients when the roll and yaw acceleration control 
demands are maximized in the negative directions are obtained from equations (8.14). 
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The above equations are also used for calculating the uncertainty rectangles at the tips of the 
maximum acceleration vector diagrams. In this case the moment and force uncertainties must be 
converted to acceleration uncertainties by multiplying them with the inverse of the inertias and 
mass matrix. 
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8.6 Running the Vector Diagrams Program from Flixan 

To run the vector diagrams program, start the Flixan program and select the directory that 
contains the project files, such as: trajectory, mass properties, aerodynamic data, aero 
uncertainties, engine data, etc. The files must be in the proper format for the program to be able 
to read them. From the Flixan main menu select "Analysis Tools", then "Flight Vehicle/ Spacecraft 
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Modeling Tools", and "Trim/ Static Performance Analysis", as shown below, and from the following 
file selection menu select the files to be used in the analysis. 

 

 

The following is the Trim program main menu. If the effectors are already trimmed and a trim file 
has already been created you may select the Vector Diagrams, which is option-11 in the main 
menu. Otherwise select option-3 to trim the aerosurfaces and engines before plotting the vector 
diagrams. In this case we assume that a trim file has already been created and we select option-
11. Use the next dialog to enter a flight time along the trajectory to analyze, such as 1200 sec. The 
following dialog consists of four menus for selecting the vehicle mass, Mach number, alpha, and 
beta. The default values correspond to the selected flight time, but they can be changed if the user 
desires to analyze a different flight condition, such as, a combination of parameters that do not 
correspond to a trajectory time. You may keep those parameters or change them to something 
different. In this case we select the default values and click "Select". 
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Wind disturbances are defined by the maximum dispersions in the angles of: attack ±αmax and 
sideslip ±bmax from trim (α0, b0), due to wind-shear or maneuvering. Wind disturbances also cause 
variations in the airspeed ±vmax relative to nominal speed V0. The control authority and other 
parameters are evaluated by the amount of disturbance moments and forces that the vehicle is 
capable of tolerating by using its controls. In the following dialog you must enter the maximum 
dispersions angles which are expected in this flight condition, (αmax and bmax)=4°, and the velocity 
variation vmax =50 (ft/sec). 

 

A mixing logic matrix is required by the program in order to calculate the proper combination of 
the effectors. The dialog below allows the user to either select an already existing matrix that is 
saved in the systems file or to allow the program to calculate a mixing logic matrix from the vehicle 
data. In this example we do not have a mixing matrix saved in file and we select the second option 
to let the program calculate a mixing matrix at full participation from all effectors. The user may 
also define the percentage of effector participation in the third option. 
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The program begins to plot the vector diagrams, as shown in Figures 8.14. Each plot has a menu 
bar at the top, and from the menu click on "Select Vector Diagrams" to select the type of vector 
diagrams to plot. Let's choose the 3rd option which is "Partials of Moment/ Force per Alpha 
Variations against Moment/ Force per Control Partials". The program calculates several diagrams 
for different axes. Click on "Next Plot" to see them all. The next figure shows the partials in the 
pitch and axial directions.  

The blue vector in Figure 8.14 is the pitch moment and axial force partial per pitch demand δQFCS, 
which is the variation in moment and force per pitch control demand (CmδQ & CXδQ)FCS. It shows 
that the response is entirely in the pitch direction and it does not couple in the x-direction. The 
green vector is the pitch moment and axial force partial per axial control demand δXFCS, which is 
the variation in moment and force per axial control demand (CmδX & CXδX)FCS. The response is 
entirely in the x-direction and it does not couple in pitch. The vector diagram compares the blue 
and green control vectors against the red vectors which are moment and force partials per alpha 
variation (Cmα, CXα). The red vectors show that an increase in alpha causes a negative pitching 
moment variation that means that the vehicle is statically stable in pitch.  

Notice that there are two red vector partials, the solid red line is calculated at (α0 +αmax) and the 
dashed red line is calculated at (α0 -αmax), where αmax=4°. They are scaled in order to be made 
comparable with the control vectors, as described in Figure 8.10. The comparison shows that the 
vehicle is well maneuverable both in pitch and in the axial directions. Figure 8.14 also shows that 
an increase in alpha causes an increase in drag (-CX). The effects of the uncertainties in the 
aerosurface derivatives in pitch control are shown by the small yellow rectangle at the tip of the 
blue pitch control vector. The same applies with the axial acceleration control vector. The 
uncertainties in the derivatives (Cmα & Cxα) are represented by the red rectangles at the tips of 
the red vectors.  
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Figure 8.14 Pitch and Axial Control Partials against Partials per Alpha Variations 
 
The vector diagram in the next figure corresponds to a different flight condition. The blue vectors 
show the effects in the pitching moment and in the normal force (Cm & Cz), when the pitch 
control demand is maximized in the positive and in the negative directions (δQ±FCSMax). The solid 
blue vector corresponds to max positive pitch demand (δQ+FCSMax) from trim position and the 
dashed blue vector corresponds to max negative pitch demand (δQ-FCSMax). This vehicle does not 
have normal acceleration control so only the pitch control blue vector is shown. There is no green 
Nz control vector in this case. The red vectors correspond to the pitch moment and normal force 
generated by an αmax= ±3° dispersion from trim α0. The trim parameters are shown in the dialog 
that comes up when you click the right mouse button. 
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The vehicle in this flight condition is trimmed at α0=2°. The pitch control in consists of blended 
elevon plus body-flap deflections which is determined by the effector mixing matrix. It has a 
slightly negative pitching moment that is balanced with negative deflections of the elevon and the 
body-flap. Since it is trimmed with a positive alpha, the vehicle experiences a negative CZ force 
which is actually a lift. A positive pitch demand creates a positive pitching moment (as expected) 
and a reduction in normal force (CN=-Cz) or lift increase. The red vectors represent the moment 
and force variations due to the dispersions αmax= ±3° from trim. The solid red vector pointing down 
represents the pitch moment and z-force generated when α=α0+3°, and the dashed vector in the 
opposite direction is for α=α0-3°. An increase in alpha further reduces the pitching moment and 
increases the normal force (CN=-Cz). The pitch control moment is considerably greater in 
magnitude than the ±αmax dispersion moment. The yellow rectangular blocks at the tips of the blue 
control vectors represent the size of the aerosurface uncertainties, and the red rectangles at the 
tips of the red vectors represent the uncertainties (δCm, δCZ) in the basic aero coefficients. 
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The next vector diagram shows the effects in roll and yaw acceleration in (rad/sec2) when the roll 
and yaw acceleration demands (δPFCS & δRFCS) are maximized in positive and in negative directions. 
The two control vectors are almost perfectly orthogonal to each other. The horizontal blue vectors 
represent the maximum yaw control range. They are symmetric and it shows that the yaw control 
does not couple in the roll direction. The vertical green vectors represent the roll control range. 
They are also symmetrical and the roll control couples slightly into yaw acceleration. The two red 
vectors represent the roll and yaw accelerations due to the ±αmax and ±bmax dispersions from trim 
conditions (α0, b0). The solid red vector shows the accelerations at: (α0+αmax and b0+bmax), and the 
dashed red vector shows the accelerations at: (α0-αmax and b0-bmax) dispersions. The yellow and 
cyan rectangles at the tips of the control vectors represent the uncertainties in roll and yaw 
accelerations due to the aerodynamic uncertainties in the aerosurface coefficients. The red 
rectangles at the tips of the red vectors show the possible acceleration spread due to the 
uncertainties in the aero data.  
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The Trim program uses many different 
types of data files. Some of them are input 
data and some files are generated by the 
program itself. The function and purpose of 
each data file is categorized by its filename 
extension. The input data files are: 
trajectory data, mass properties, propulsion 
data, aero data (which include basic aero 
coefficients, control surface increments, 
damping derivatives, hinge moment 
coefficients, and aero-uncertainties). The 
input data files are selected from this menu 
when you start the program. Some of the 
input data files are optional and not 
included, depending on the application. The 
required files are: the mass, trajectory data, 
and base aerodynamics. The aerosurfaces 
and propulsion files are included depending 
on the type of flight vehicle. For example, 
for an aircraft you must provide 
aerosurface coefficients, and optionally 
damping derivatives, and hinge moment 
coefficients for sizing the actuators. A 
launch vehicle does not require 
aerosurfaces but it needs propulsion data 
and perhaps fuel sloshing data, although slosh data are not used by the Trim program except for 
generating dynamic models. To analyze robustness you will also need aero uncertainties. The data 
files generated by the Trim program are: effector trim deflections and engine throttles, 
performance parameters, and moments at the hinges of the control surfaces due to aerodynamic 
loading. These are time histories calculated along the trajectory. 
 
Notice that the Trim program requires that the input data files have a particular format and the 
users must first devote some time to reshaping their flight vehicle data in this standard Flixan 
format. This section, therefore, is dedicated to provide detailed description of each type of data 
file. The files are standard text files and the formats should be very easy to recognize and replicate 
for other flight vehicle applications. Notice also, that the length of the filenames in Flixan is limited 
to 20 characters long, including the extension. 
  



9-163 

9.1 Trajectory Data Files 
 
The trajectory files are usually created by trajectory optimization specialists using a point mass 
trajectory optimization program such as OTIS or POST. They can also be created by control analysts 
using Matlab simulations, however, not necessarily optimal. The Trim program recognizes 
trajectory files by the filename extension “.Traj”. They are typical Excel column files converted to 
text format and they have "time" in the leftmost column. The first line is a title that usually 
identifies the vehicle and its mission, for example, "Space Shuttle Entry (Heavy Payload)". 
Additional titles or description lines may also be included below the main title. The file contains 
the following trajectory variables in columns: 
 
1. Trajectory Time in (seconds) 
2. Vehicle Mass in (slugs) 
3. Vehicle Altitude above sea level (feet) 
4. Angle of Attack (a) in (degrees) 
5. Angle of Sideslip (b) in (degrees) 
6. Flight Path Angle (g) in (degrees) 
7. Bank Angle (f) in (degrees) 
8. Relative Velocity (Vrel) in (feet/sec) 
9. Mach Number 
10. Dynamic Pressure (Q-bar) in (lf/ft2) 
11. Measured Acceleration (Ax) along (X) Body Axis (ft/sec) 
12. Measured Acceleration (Ay) along (Y) Body Axis (ft/sec) 
13. Measured Acceleration (Az) along (Z) Body Axis (ft/sec) 
14. Roll Rate (p) in (deg/sec) 
15. Pitch Rate (q) in (deg/sec) 
16. Yaw Rate (r) in (deg/sec) 
17. Roll Acceleration (𝑝̇𝑝) in (deg/sec2) 
18. Pitch Acceleration (𝑞̇𝑞) in (deg/sec2) 
19. Yaw Acceleration (𝑟̇𝑟) in (deg/sec2) 
20. Vehicle Lift Force (FL) in (lb) 
21. Vehicle Drag Force (FD) in (lb) 
22. Vehicle Side Force (FY) in (lb) 
23. Total Engine Thrust (T) in (lb) 
24. Disturbance Force Along (x) in (lb) 
25. Disturbance Force Along (y) in (lb) 
26. Disturbance Force Along (z) in (lb) 
27. Disturbance Moment About (x) in (ft-lb) 
28. Disturbance Moment About (y) in (ft-lb) 
29. Disturbance Moment About (z) in (ft-lb) 
30. X-CG Location in (ft) 
31. Y-CG Location in (ft) 
32. Z-CG Location in (ft) 
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The trajectory file is an input to the Trim program. The Trim program, however, can also generate 
temporary user-modified trajectory files from the original trajectory data, as it was explained 
earlier. The modified trajectory file is automatically saved by the program under a different name. 
For example, if the original trajectory file is "Shuttle.Traj" the user modified trajectory is saved 
under "Shuttle1.Traj". If there was a previous "Shuttle1.Traj" it is renamed to "Shuttle2.Traj". The 
title is also changed in the modified trajectories to "Temporary Trajectory". The CG travel 
(variables 30-32) are not required in the original input trajectory. The CG (x, y, z) position is 
calculated, however, by the Trim program from the mass properties data as a function of the 
trajectory time and it is included in the modified trajectories. So the user does not have to include 
the CG travel. 

 
 
9.2 Mass Properties Data File 
 
The mass properties data files must have a filename extension ".Mass". They are also Excel type 
column data converted to text format. They include a title line at the top. The second line defines 
the gravity acceleration constant 1-g, which is typically 32.2, but the user may wish to use a 
different acceleration constant if he is using different units or go to another planet. It may be 
confusing, however, to change the units because the plot labels are all in British units. The vehicle 
mass in (slugs) is in the leftmost column and it must be in descending magnitude (since the vehicle 
always loses weight). A mass properties file contains the following data in columns: 
 

1. Vehicle Mass in (slugs) 
2. Roll Moment of Inertia (IXX) in (slug-ft2) 
3. Pitch Moment of Inertia (IYY) in (slug-ft2) 
4. Yaw Moment of Inertia (IZZ) in (slug-ft2) 
5. Product of Inertia IXY in (slug-ft2) 
6. Product of Inertia IXZ in (slug-ft2) 
7. Product of Inertia IYZ in (slug-ft2) 
8. CG Location along the X axis (feet) 
9. CG Location along the Y axis (feet) 
10. CG Location along the Z axis (feet) 
11. Vehicle Total Length in (feet) 
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9.3 Propulsion Data File 
 
A propulsion data file must have an extension ".Engn". This file may contain both: TVC engine 
propulsion and reaction control thruster information. It includes a title line at the top, a couple of 
label lines below it, and then it includes the engine or jet thruster data, one effector per line. Each 
line contains the following parameters for each effector: 
 

1. A short title describing the effector (14 characters long) 
2. The Engine nominal thrust or the Jet maximum thrust in (lb) 
3. Engine Mass in (slugs), (for gimbaling engines, not required for fixed engines) 
4. Engine Inertia about its pivot in (slug-ft2), (not required for fixed engines) 
5. Distance between the engine CG and its pivot (not required for fixed engines) 
6. The location (x, y, z) of the engine pivot or thrust application point in (feet) 
7. Engine or Thruster mounting angles (DY and DZ) referenced from -x direction in (deg) 
8. Max Pitch and Yaw deflections of a gimbaling engine relative to its mount position (deg) 
9. Max Throttling capability relative to nominal thrust (0-1), (0% to 100% variation) 

 
The orientation of the engine nozzle relative to the -x axis defines the direction of thrust. When 
the nozzle is defined to be mounted at (DY=0 and DZ=0) relative to the -x axis it means that the 
thrust vector is in the +x direction. When the nozzle of a thruster is rotated at angles (DY=0° and 
DZ=90°) in azimuth (yaw) the thrust is pointing in the +y direction. When it is rotated in the -pitch 
direction, let's say, (DY=-90° and DZ=0°) the thrust is pointing towards the +z direction. Big angles 
are typically used for defining the thrust directions of reaction control jets. Propulsion engine 
nozzles are typically mounted in the -x direction. Sometimes the engine mounting is slightly tilted 
by a few degrees in pitch to account for trimming biases. They may also be tilted in yaw for 
pointing the thrust through the CG and minimizing lateral disturbances in the event of a thrust 
failure. An engine is defined as gimbaling when its maximum pitch and yaw deflections in the 
propulsion data file are greater than zero. Otherwise, if the engine’s max deflections are zero, it is 
not gimbaling. Some of the gimbaling engine parameters such as: the engine mass, inertia, and 
moment arm are not used by Trim directly. They are exported to an input file together with other 
vehicle data and used for generating vehicle dynamic models and implementing the tail-wags-dog 
effects. An engine may be defined to be both: gimbaling and throttling. The definition of the 
maximum throttling capability or throttling parameter of an engine or jet may be a little confusing, 
but the examples should make it clear.  
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An engine or a thruster jet is defined to have variable thrust (or throttling) when its throttle 
parameter (pthr) in the engine data is greater than zero and less than or equal to one. The throttle 
parameter is included in the thruster data file. It is positive and defines the maximum amount of 
thrust variation. Its interpretation is slightly different for a throttling engine than for an RCS jet. 
The throttle parameter of a throttling engine determines the percentage of thrust variation above 
or below nominal thrust Te. It should be between zero and less than 1, ( 10 << thrp ). For example, 
if the engine thrust is 1000 and the throttle parameter is 0.5, it means that during trimming the 
program may vary the engine thrust ±50% from Te. That is, between 500 and 1500, depending on 
the throttle control input δThr(t) that varies between -1 and +1. The thrust is equal to Te when δThr 
=0. The throttle control input δThr(t) for each engine is calculated by the Trim program as a 
function of time. It varies between zero and ±1 and controls the thrust in order to balance the 
vehicle moments and forces.  
 
Otherwise, when the throttle parameter is exactly 1, it defines that the thruster is an RCS jet. This 
is interpreted by the program as a pair of reaction control jets firing back-to-back with zero 
nominal thrust. The actual thrust at any time can be either positive or negative. It means that the 
thrust variation is limited between –Tmax and +Tmax depending on the throttle control input δThr(t) 
that may vary between -1 and +1. The jet thrust is zero when δThr =0. For example, if the jet thrust 
is defined to be 1000, during trimming the program may vary the thrust between -1000 to +1000 
continuously as the throttle control varies between -1 to +1. Notice, that the jet thrust during 
trimming is continuous (not bang-bang) because the purpose of the Trim program is for sizing the 
thrust requirements and not for analyzing the dynamic behavior of the closed-loop system. 
Dynamic analysis is performed later by means of the state-space models which are generated by 
the FVMP. The dynamic models include detailed representation of the reaction control system 
with throttle control inputs for each jet. Non-linear dynamic analysis and closed-loop simulations 
are also performed to analyze the system's response with bang-bang reaction control jets. The 
user may take a look at the RCS examples presented in the Flixan examples section. 
 

 
 

9.4 Base Aero Data File 
 
The basic aero data file contains the information necessary for calculating the aerodynamic forces 
and moments of the base vehicle assuming the aerosurface deflections are zero. The filenames 
extension is ".Aero". The first line contains the vehicle configuration title. The second line contains 
the vehicle reference area in (feet2), the mean aerodynamic chord, and the wing span in (feet). 
The third line contains the location of the moments reference center (MRC) with respect to the 
vehicle reference axes, in (feet). The aero moment coefficients are calculated relative to the MRC 
and they are converted by the program to the vehicle CG. The fourth line contains the number of 
Mach #s, the number of betas and the number of alphas which are included in the data set.  
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A basic aero data file consists of groups of data separated by blank lines that make it easier to 
read. Each group corresponds to a fixed Mach number and beta and contains a full set of alphas 
followed with the corresponding force and moment coefficients in one line. The aero coefficients 
consist of 3 base forces and 3 base moments (non-dimensional), in the following sequence: CA 
(along the -x axis), CY, CZ (along the vehicle z axis), Cl, Cm, Cn. They are functions of: (Mach, β,and α) 
and they are listed as blocks of column data, as shown below. The first column in the data file is 
the Mach number, the second column is the angle of sideslip β in degrees, the third column is the 
angle of attack α in degrees, and they are followed by the 6 aero coefficients. They are originally 
Excel files that have been converted into text format. The sequence of Mach, β, and α must be in 
ascending order. The pattern is pretty obvious and easy to reproduce for other applications by 
replicating some of the data files which are included in the examples folder. 

 
 
 

9.5 Control Surface Increment Coefficients File 
 
The aerosurfaces data file contains the increment coefficients required for calculating the 
aerodynamic forces and moments on the vehicle as a function of aerosurface deflections (δi) in 
(degrees). These aero forces and moments are additional increments to the moments and forces 
generated by the base vehicle aerodynamics. The control surfaces filename has an extension 
".Delt" and it includes the aero data of all vehicle aerosurfaces. They are separated in sets, one set 
of data per surface. The first line in the aerosurfaces file includes a title and the second line 
includes the number of aerosurface sets which are in this file. The first line of each aerosurface 
data set includes the surface title, for example, “Elevon, Surface No 1”. The next two lines are 
labels, see examples. The fourth line contains parameters related to the aerosurface panel itself, 
assuming that it is a separate panel and not a combination of panels. These are: 
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1. Aerosurface area in (feet2),  
2. Aerosurface chord in (feet) 
3. Aerosurface span in (feet).  
4. Hinge Line orientation angle λhs (deg) 
5. Hinge Line orientation angle fhs (deg) 
6. Location (x, y, z) of the center of the hinge in (ft) 
7. Bias deflection, is the surface position when the command input is zero (deg) 
8. Minimum and Maximum surface positions relative to zero position in (deg) 
9. Aerosurface Mass (slugs), (for TWD modeling) 
10. Aerosurface Moment of Inertia about its hinge (slug-ft2), (for TWD modeling) 
11. Distance between the surface CG and its hinge (feet), (for TWD modeling) 
12. Number of Mach numbers for this aerosurface  
13. Number of betas for this aerosurface 
14. Number of alphas for this aerosurface 
15. Number of increments for this aerosurface 

 
Some of the aerosurface parameters included in the ".Delt" file are not used for static analysis by 
the Trim program and initially they may be set to zero. They are only used for the creation of 
vehicle dynamic models by the FVM program and specifically for modeling the tail-wag-dog 
dynamics. When the dynamic modeling option is selected from Trim, these parameters are 
included in a dataset, in the flight vehicle input data file ".Inp", together with other vehicle data. 
Some of these parameters include the direction of the hinge line relative to the vehicle reference 
axes which is defined by two angles (λhs and fhs), as shown in figure. This is the line about which 
the aerosurface is rotating clockwise for a positive surface deflection. The aerosurface area, chord, 
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span, location, mass, inertia, and the distance between the aerosurface CG and the hinge line, are 
also transferred to the vehicle input data file, although not directly used by the Trim program. 
When requesting aerosurface data from the aero group, it is recommended to request the aero 
coefficients as separate aerosurface panels and not as a combination of panels, such as aileron, 
etc. It is not that panel combinations will not work in Trim but some of those TWD parameters 
cannot be defined when you combine multiple surfaces together. Some information is lost when 
panels are defined in pairs and this will affect the quality of the dynamic models. This guideline, 
obviously, does not affect the Trim static analysis or even the creation of rigid-body dynamic 
models but only when you start developing high order dynamic models. Specifically, the modeling 
of structural flexibility, tail-wag-dog, and the dynamic coupling between vehicle and actuator 
dynamic models (load-torque), may be inaccurate when the surfaces are defined in pairs. It is 
more efficient to define them separately and to combine them with the mixing logic matrix. But 
this is further down the line and there is no need to worry about this for now. 
 
Returning to the aerosurface data file, skip a couple more lines down the file, and the surface 
coefficients begin. The coefficients for each aerosurface set are listed in columns and they are 
separated into groups of data, just like the basic aero data. The first four columns contain: the 
Mach number, the angle of sideslip β in degrees, the angle of attack α in degrees, and the control 
surface deflection δ in degrees. They are followed by 6 columns of force and moment coefficients, 
CA (along the negative x axis), CY (along the y axis), CZ (along the vehicle z axis), and Cl, Cm, Cn 
(about the roll, pitch and yaw axes). They are four dimensional arrays of: (Mach, b, α, δ). The 
groups are separated by a blank line which makes it easier to read. Each group of data corresponds 
to a fixed Mach#, β, and deflection δ, and contains a full set of alphas, followed by the aero force 
moment coefficients corresponding to the (Mach, β, α, and δ). The Mach, β, α, and δ data 
sequence should be in ascending order. The moment coefficients in the data file are referenced 
relative to the moments reference center (MRC), but the Trim program transforms them to the 
vehicle CG. 
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9.6 Hinge Moment Coefficients File 
 
The Hinge Moment coefficients file contains the data required to calculate the static moments at 
the aerosurface hinges after trimming. These moments are used for sizing the actuator torques 
that control the aerosurfaces. The Hinge Moment coefficients file is identified by the filename 
extension ".HMco". Its format structure is very similar to the aerosurfaces file, except that it 
contains only one coefficient per line instead of 6. The first line in this file includes the flight 
vehicle title, and the second line shows the number of aerosurface data sets which are included in 
the same file. The first line of each aerosurface data set includes the surface title, for example, 
“Left Flapper, Surface No 1”. The next two lines are labels, see examples. The fourth line contains 
parameters associated with the aerosurface panel itself, assuming that it is a separate panel and 
not a combination of panels. These are: 

1. Aerosurface area in (feet2),  
2. Aerosurface chord in (feet) 
3. Aerosurface span in (feet).  
4. Number of Mach numbers for this aerosurface 
5. Number of betas for this aerosurface 
6. Number of alphas for this aerosurface 
7. Number of increments for this aerosurface 

 
The HM coefficients data for each aerosurface set is in columns and they are separated in groups 
of data just like the aerosurface increments data. The first four columns contain: the Mach 
number, the angle of sideslip β in degrees, the angle of attack α in degrees, and the control surface 
deflection δ in degrees. The fifth column contains the corresponding HM coefficient, see below. 
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9.7 Damping Derivatives File 
 
The damping derivatives calculate the increments in the aerodynamic moments and forces as a 
function of the vehicle pitching, rolling and yawing rates. They are: Cmq, Clp, Cnp, Clr, Cnr, Czq, 
CAq, Cyp, and Cyr.  The coefficients are dimensionless and they are converted to actual forces and 
moments by the following equations (shown partially): 
 
Increment in pitching moment= 𝑄𝑄�𝑆𝑆𝑟𝑟𝑟𝑟𝑟𝑟𝑐𝑐̅ 𝐶𝐶𝑚𝑚𝑚𝑚(𝛼𝛼,𝑀𝑀) × 𝑐𝑐̅

2𝑉𝑉𝑇𝑇
× 𝑞𝑞 

Increment in rolling moment= 𝑄𝑄�𝑆𝑆𝑟𝑟𝑟𝑟𝑟𝑟𝑏𝑏 𝐶𝐶𝑙𝑙𝑙𝑙(𝛼𝛼,𝑀𝑀) × 𝑏𝑏
2𝑉𝑉𝑇𝑇

× 𝑝𝑝 

Increment in yawing moment= 𝑄𝑄�𝑆𝑆𝑟𝑟𝑟𝑟𝑟𝑟𝑏𝑏 𝐶𝐶𝑛𝑛𝑛𝑛(𝛼𝛼,𝑀𝑀) × 𝑏𝑏
2𝑉𝑉𝑇𝑇

× 𝑟𝑟 

 
Where: VT is the vehicle relative velocity in (ft/sec), b is the wing span in (ft), 𝑐𝑐̅ is the mean aero 
chord in (ft), and the body rates (p, q, r) are in (rad/sec).  
 
The damping derivatives filenames have an extension ".Damp". They contain the damping 
derivatives as a function of Mach and alpha. The first line is a title and the second line includes the 
number of Mach and alpha points. The data is in columns and they are separated into groups, and 
the groups are separated by blank lines. The first two columns contain the Mach numbers and the 
angles of attack. Each group corresponds to a fixed Mach and contains a full range of alphas, 
followed by 9 columns of the corresponding damping derivatives in the order shown below. 

 
Figure 9.1 Damping Derivatives Data 
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9.8 Aerodynamic Uncertainties File 
 
The aerodynamic uncertainty files have an extension ".Unce". They contain additive uncertainties 
in three types of aero coefficients: (a) the basic aero coefficients, (b) the basic aero derivatives, 
and (c) in the control surface derivatives for each aerosurface on the vehicle. They are functions of 
Mach number. For example, the yawing moment coefficient is Cn(α,b,M). With the addition of the 
uncertainty it becomes: Cn(α,b,M) ±δCn(M). The uncertainties are used in the vector diagram 
plots, described earlier, for calculating the size of the uncertainty rectangle at the tips of the 
vectors. The uncertainty rectangles provide a visual interpretation of the uncertainty size in the 
control effectors and also in the aero disturbance vectors. The uncertainties are also used for 
analyzing system robustness by means of mu-analysis using robustness analysis models generated 
by Flixan. The data in the uncertainties file are arranged into groups and separated by blank lines. 
The first set contains the uncertainty magnitudes in the six basic aero coefficients, as a function of 
Mach. The second set contains the uncertainty magnitudes in the six basic aero derivatives (CAα, 
CYb, CZα, Clb, Cmα, Cnb), as a function of Mach. The remaining sets contain the uncertainties in the 
control surface derivatives, ex. (CAδelev, CZδelev, Cmδelev, etc), for each control surface, which are 
also functions of Mach number. The top line in this file includes a title. The second line includes 
the number of Mach #s and the number of aerosurfaces, as shown below. 

 
Figure 9.2 Aero-Uncertainties Data: (Basic, Derivatives, Surface Derivatives) 
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9.9 Propellant Sloshing Data File 
 
The propellant slosh data filename extension is ".Slsh" and it contains information for modeling 
slosh dynamics in a flight vehicle that uses liquid propellant tanks. It is a look-up table used to 
calculate the slosh parameters at the selected trajectory time as a function of the corresponding 
vehicle mass. This type of file is not used for static analysis, but it is used by the dynamic modeling 
option of the Trim program to transfer the slosh parameters, that correspond to the selected flight 
condition, to an input file ".Inp" together with the other vehicle data. The vehicle input file will 
then be processed by the Flixan Flight Vehicle Modeling program to generate the vehicle dynamic 
model that will include fuel sloshing. The slosh file may include more than one sloshing tank. The 
data for each sloshing tank consist of: the propellant sloshing mass in (slugs), the frequency in 
(rad/sec), the damping coefficient (ζ), and the slosh mass steady-state location (feet) in vehicle 
coordinates (x, y, z).  
 
The following slosh data file includes two sloshing tanks of liquid oxygen and liquid hydrogen 
propellants. The first line is a title. The second line contains the number of sloshing tanks (2 in this 
case). The next few lines before the data are just label lines. The parameters in the slosh file are 
listed in columns as a function of the vehicle mass in (slugs), which is included in the first column. 
It is followed by columns of the corresponding slosh parameters. That is: 2 slosh masses, 2 
frequencies in (rad/sec), 2 damping coefficients (ζ), 2 slosh-mass X-locations, 2 Y-locations, and 2 
Z-locations of the slosh masses that correspond to the LOX and the LH2 tanks. The slosh 
frequencies are calculated under 1-g loading. They are converted to the proper frequency by the 
modeling program (according to the acceleration). Note the slosh masses should not be included 
in the vehicle mass properties (mass, CG and inertias) because their effect is introduced by the 
forces they exert on the vehicle.  
 

 
Figure 9.3 Propellant Sloshing Data 
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9.10 Output Data Files 
 

There are three different types of data files generated by the Trim program mainly for vehicle 
analysis. The effector trim data (.Trim), the performance parameters (.Perf), and the hinge 
moment files (.Himo). These files are also used as inputs to Trim, for plotting, analyzing, and 
comparing vehicle performance. Option-12 is used to overlay, plot, and compare the data files. 
 
9.10.1 Effector Trim Data File 
 
The effectors trim data file contains the effector trim deflections and throttles as a function of the 
trajectory time after balancing the 3 moments and possibly some of the vehicle accelerations. It is 
generated by the Trim program by selecting the effector trimming option-3 from the Trim main 
menu. It contains the deflection angles of the control surfaces, the TVC nozzle deflections, and the 
throttle positions of the throttling engines or jets, as a function of time. It includes also the 
maximum and minimum deflections, and throttle limits of each effector as a function of time. It 
includes also the trim directions (dofs) and the effector bias positions. It is used as input to other 
programs in Trim for analyzing performance or plotting the trim data versus time. It is also used as 
an initialization file for re-trimming to influence and adjust the new trim results. The effector 
positions and limits of a trim file can be modified interactively prior to re-trimming in order to 
manipulate the new trim results, whenever possible. 
 
The default filename of a trim data file is the same as the trajectory filename but it has an 
extension ".Trim". When a new trim is performed the previous trim file is renamed by including an 
extension "1". For example, if "Shuttle.Trim" was the original trim filename, after trimming again 
the previous trim file is renamed to "Shuttle1.Trim" and "Shuttle.Trim" now includes the latest 
trim data. The previous trim file "Shuttle1.Trim" is also renamed to "Shuttle2.Trim", but this 
pattern does not continue forever, the last filename saved is "Shuttle2.Trim". To preserve a trim 
filename from being overwritten for later analysis or plotting the user must rename it. The 
filenames length in Flixan should not exceed 20 characters. 
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9.10.2 Performance Parameters File 
 
The performance parameters file contains the parameters described in Section 3 as a function of 
the trajectory time. It is generated by selecting the option "6-Performance and Stability 
Parameters" from the main Trim menu. It is used for plotting the performance data versus time. 
Its default filename is the same as the trajectory filename but the extension is changed to ".Perf". 
When a new performance analysis is completed the previous performance data file is renamed by 
including an extension "1". For example, if "Shuttle.Perf" was the original performance data file, 
after running the performance analysis again, the previous file is renamed to "Shuttle1.Perf" and 
"Shuttle.Perf" now contains the latest performance data. The previous "Shuttle1.Perf" is also 
renamed to "Shuttle2.Perf". This pattern, however, does not continue forever and the last 
filename saved is "Shuttle2.Perf".  

 
 
9.10.3 Hinge Moment Files 
 
The hinge moments file contains the moments at the aerosurface hinges versus trajectory time. It 
is generated by the program and used for sizing the actuator moment and power required to keep 
the aerosurfaces trimmed along the flight trajectory. It is selected from Option-8 of the Trim main 
menu. However, a hinge-moment coefficients file: ".HMco" is required in order to calculate the 
hinge moments. The default hinge moments filename is the same as the trajectory filename but 
the extension is ".HiMo". When the hinge moments calculation is repeated the previous hinge 
moments data file is renamed with an extension "1". For example, if "Shuttle.HiMo" was the 
original hinge moments data file, after calculating the hinge moments again the previous data is 
renamed to "Shuttle1.HiMo", and "Shuttle.HiMo" now contains the latest hinge moments data. 
The previous "Shuttle1.HiMo" is also renamed to "Shuttle2.HiMo". 
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The following examples are included in this document for the purpose of demonstrating the 
capability of the Trim program to analyze a variety of flight vehicle types and to create dynamic 
models for control analysis and design. 
 

1. Hypersonic Rocket-Plane Analysis during Ascent and Descent phases. 
2. F-16 Fighter Aircraft Analysis, Control Design, and 6-dof Simulation 
3. Air-Launched Vehicle with Wings and Tails Design in Multiple Phases 
4. Re-Usable Launch Vehicle with Multiple-Engines During Ascent and Descent 
5. Lifting-Body Aircraft Descent from Space, Vertical Take-Off, and 6-dof Simulation 
6. Re-Entry Vehicle Design and Analysis Using Aero-Surfaces and RCS Jets 

 
The examples presented, in addition to trimming and performance analysis, they demonstrate also 
the following methodologies and capabilities of the Flixan/ Trim program. 
 

• Capability of the Trim algorithm to automatically allocate trim control authority based on the 
individual effector capabilities in specific directions.  

• How to graphically modify the trimming conditions and to trade off activity of some effector 
against others in situations where multiple effectors are available. 

• How to analyze the effects of parameter dispersions on vehicle performance.  
• Generating dynamic models at selected flight conditions along the trajectory.  
• Using the Flixan program to create various types of design models for synthesizing control 

systems, time-domain simulations, models for stability analysis using Matlab.  
• Using Flixan to generate models for Robustness Analysis to Structured Uncertainties, and how 

to use these models to perform µ-Analysis. 
• Using Flixan derived models to synthesize flight control laws. Evaluate control designs using 

analysis and simulations. The dynamic models, vehicle data files, design software, detailed 
methodologies, Flixan & Matlab files, etc. are included in the example packages.  

• Developing 6-dof Non-Linear Simulations using Flixan derived control laws, interpolated 
between design points. Using the 6-dof simulations to generate trajectories. 

• Demonstrating interactive graphics using vector diagrams, contour plots, overlays, user 
interactive trajectory modifications, interactive features (menus, dialogs, etc). 

• How to efficiently combine effectors in vehicles that use multiple types of effectors by creating 
effector combination matrices that produce the demanded accelerations, and reduce the 
dynamic coupling between the control axes.  

• Huge amount of flight vehicle design information is available, including data files, Matlab 
scripts, Simulink files, and 6-dof non-linear simulations. 

 
The user/ analysts are encouraged to study, repeat, and run some of these examples in their own 
computers in order to familiarize themselves with the process and tool. They may begin with the 
examples which are similar to their flight vehicle application and gradually modify them by 
introducing data from their own applications. 


